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Exceeding Enterprise SSD Reliability/Performance Requirements

JEDEC Enterprise Workload - WAF Comparison

Phison Enterprise SSD — best in class reliability “l 46

* Fast Performance Recovery T

*  Unlimited Power-On Reliability Sost

* Strong QLC Support polh

*  Stable Performance from BOL to EOL a 25
 Upto 11K P/E for cTLC, 3K P/E for cQLC |

*  Exceeds JEDEC/Customer Requirements ? oP o8O 0P<7%).-PE1O1§+Sgtzsf:/oysm ——
Patented Features: — BOL/EOL(PE 11K) - Read Perlformance:MlB/s
* Optimal Read Level Search (2 patents) Ezzz 14.9 GB/s

* Efficient Tracking Process (1 patent) 12000

* Instant Read Performance Monitoring (1 patent) 11000

* Refresh (Extra PE) Overhead Reduction (1 patent) = 10000 |

* Runtime Retry Table Management (1 patent) 9000 | 7.7 GB/s
« Recovery Sequence Escape/Swap (1 patent) jzzz

* Quick Tracking Correction (1 patent) -

Seq-BOL Seq-EOL Rand-BOL Rand-EOL
Read Workload
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Dynamic NAND Recovery

*  Error Accumulation Mechanisms:

* Read disturb A

* Program/Erase Cycles m Hard Decode:

* Cross-temperature: write at high — read at low (HWLR) Retry/Cache/Tracking
or write at low — read at high (LWHR) / !

* Retention l7

* Design Goals:
* Reduce number of read errors bits

* Increase correction capabilities Optimal Read Level Search:

Reduce number of error bits

A Hard Decode
: |
< NAND Error Bits
A Soft Decode
> N— I
;z:2 Soft Decode:
o Increase correction capability
o
a
>
Error Bit Count
RAID/Soft RAID
N
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Dynamic Recovery Sequence

Design Goal: Maintain a low retry trigger rate and minimize recovery steps

Predictive Quick Tracking Correction

O%timal Read Level Distribution over PE/Retention

Last Tracking i
10 Read Level ‘i~
S s
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Vread1

Read level may drift due to PE cycles or retention; update it
before accessing the memory unit

If most units last tracked at the blue point are now recovered
at the red point, a significant read level shift has occurred

Stable Retry Trigger Rate: 1e™to 1le®
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Dynamic Retry Sequence

O%timal Read Level Distribution over PE/Retention
: ;

Low PE/RT .|

-30

-40

L
-40 -30 -10 0

-20
Vread1

Not all retry table entries are equally useful: manage retry
table in runtime

* Add new entries if a better read level is discovered
Delete entries that no longer improve decoding
Reprioritize entries to reduce total retry steps

* Average Read Retry Trials : 1.06
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Runtime Read Level Tracking

Design Goal: Execute every read command with (near-)optimal read level - T b e A
£ :EQE&]BuiId-In
Optimal Read Level Search -gm-f ==
* Works for all types of NAND and operation conditions f:”"z
* Supports any die variation using runtime-generated retry table ?Em-a
&31 . \ A
Runtime Read Level Tracking ’ ARt
* Periodically records the read level of each memory unit (wordline, block, s SRR S0 40 50 600
plane, or die)
* With short tracking intervals, the overhead remains low Errg:gi;tfisggg-_gmlﬂson
* Quick Tracking Correction and the Dynamic Recovery Sequence help reduce ol ‘ ! ~NAND Buid-In
reliance on full Read Level Search 2102} -
e Search trigger rate : 1e> 2
* Read Level Prediction keeps tracking overhead low 2103
* Average tracking read count for each page: 1.12 g
a 104
10-50 1(;0 260 Error%(i)t%/2KB 400 500 600
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Unlimited Power-On Reliability

* No reads scenario is the worst-case, since no runtime decode statistics can be collected
* Time-based tracking is required

 Data is relocated before error bits exceed the control threshold
* With short tracking intervals (< 1 day), error accumulation is well controlled

TLC QLC .
TLC PE 11K + Long Time Power On QLC PE 3K + Long Time Power On 50x Read plStU rb spec
- Tempera’ure :85C ] . Temperature : 50C PE 11K + Read Disturb 1 Day (High Stress)
—0Day | 10 T . , R 15000 Read Performance
: ~1Day Error Bits Control  —1Day | |
- Error Bits Control  |~2Day || i e N e Da; i 14000 F
-3 D 3
Threshold Ca0ay | 10 PNy reshold p =spay B g0
€ ~5Day || 4 N i % ]
§104 : _g Bay 3 :g 82; ] 12000 |
- ay | 4
e 8 Day [ i ;—233 | gt000f
10 -9 Day = I i
3 —10 Day —9Day || 10000
<) ~11 Day/| 102 |—10Day |
O 102 ~12 Day. (=11 Day j 9000 |-
—13 Day}} 1
15 Day/] :
w ~16 Day. 7000 |
‘ __|=17 Dayj i ] i | i
! ~—18 Day|_ 0 ‘ 6000 :
0 50 100 150 200 250 ——300 10 24 Hours  1stLoop  2nd Loop  3rd Loop 10 mins
Error Bits/4KB 0 100 200 300 40¢ Read Loop
ECC/4KB
Power-on retention : no reliability risk Read disturb : no reliability/performance risk
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Ne—" ¢ Future of Memory and Storage ©2025 Conference Concepts, Inc. All Rights Reserved 6



Fast Read Performance Recovery

* Dynamic Recovery Sequence ensures fast i
14000 f
and stable read performance 600 |
* Recovery verified under worst-case PE + 12000 }
retention combinations: é‘;zzz
1 -
* Power-off retention (3 months) oo |
* Power-on retention (1 week) 8000 [
* Cross-temp LWHR (0>70°C) and :,ZZZ
HWLR (70->0°C)
* Performance recovers within 1-2 read
loops in all cases :jzzz
13000
12000
©11000 |
[a0)
=10000 |
9000
8000
7000 F
6000
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PE 11K + Power Off Retention 3M
Read Performance

S A T

2nd Loop 3rd Loop 10 mins
Read Loop

PE 11K + Cross Temp LWHR 0~70C
Read Performance

1st Loop

1 I 1

2nd Loop 3rd Loop 10 mins
Read Loop

1st Loop

©2025 Conference Concepts, Inc. All Rights Reserved

7

15000

14000 |
13000 [
12000 [

©11000 |

e8]
=10000 |
9000 |

8000

7000 F

6000

15000

14000 |
13000 |
12000 |

11000 }

[a0]

=10000 |

9000

8000
7000

6000

PE 11K + Power On Retention 1 Week

Read Performance

T

1st Loop

|

2nd Loop 3rd Loop 10 mins

Read Loop

PE 11K + Cross Temp HWLR 70~0C
Read Performance

1st Loop

2nd Loop 3rd Loop 10 mins
Read Loop

Knows What You Need



Strong QLC Support

* QLC exhibits more error bits and a faster increase in error rate under stress
Dynamic Recovery Sequence shows significant advantage/gain in QLC
Data is relocated to recover performance

* Toreduce extra P/E cycles, refresh granularity is minimized
Refresh overhead reduced by ~ 1,000x
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Read Performance (MB/s
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TLC vs QLC : Performance Recovery

Read Performancer (MB/s)
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Memory Unit

Die0
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P1
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BOL + Power-Off Retention 3Y

Stable Retry Trigger Rate 1.1e-5

-TLC PE 11K + RT 3M

-~—QLC PE 3K+ RT3M
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Read Loop
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Controller NAND Flash Readﬁ;:—fz?r:ance
Phison E27 QLC-A 1327 MB/s
Company-A QLC-A 44 MB/s
Company-B QLC-A 4.8 MB/s
Controller NAND Flash ReadT’s;:f(())(r)rzance
Phison E27 TLC-A 5378 MB/s
Company-B TLC-A 839 MB/s
8
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Stress Benchmark: Read Performance Recovery

* Benchmark simulates worst-case NAND degradation:
* BOL + Cross Temperature
* 1-year retention
* Read Disturb
* Continuous reading for 24 hours
* Results:
* Phison X200: Drop 0.5 %
* Company-A: Drop 9%~14%, no recovery
* Company-B: Drop 13%, no recovery

Read Performance Over - 60 mins Read Performance Over -1 Day
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s —Pascari X200 114879 MB/s IS ~Pascari X200 114835 MB/s

o Company-A Drive 1:10365 MB/s | & Company-A Drive 1 : 12492 MB/s

6000 ~Company-A Drive 2 : 11710 MB/s 6000 —Company-A Drive 2 : 13172 MB/s ||
~—Company-A Drive 3 : 12950 MB/s ~-Company-A Drive 3 : 13311 MB/s
—Company-B 111422 MB/s --Company-B :11408 MB/s
4000 ' ‘ ‘ > . 4000 I | I I : T ;
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Summary

Phison Enterprise products meet or exceed JEDEC and customer reliability requirements —
with up to 11K PE for cTLC and 3K PE for cQLC.

Phison’s patented Dynamic Recovery Sequence, Runtime Read Level Tracking, and Optimal
Read Level Search enable:

* Fast performance recovery

e Unlimited power-on reliability

* Strong QLC support

* Stable performance from BOL to EOL

Have questions?

e Contact us at Phison Enterprise

Learn more about Phison

* Learn more on the Enterprise Storage

N
—MS
Ne—" ¢ Future of Memory and Storage ©2025 Conference Concepts, Inc. All Rights Reserved 10


https://www.phisonenterprise.com/
https://phisonblog.com/unlock-innovation-it-efficiency-with-phison-pascari-ssds-for-enterprise/

PHISON

Thank you
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