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Bandwidth is important too
Aug 07, 2025 
Eishan Mirakhur
MTS – CXL Product Development



2

Properties of CXL memory devices

More capacity!
More bandwidth!
Higher latency :|DDR CXL
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Memory tiering
Utilize capacity, minimize latency
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Problem: traditional tiering can 
saturate local bandwidth 
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Solution: interleave hot pages
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Caveat: static interleaving isn’t enough
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Want: memory policy to 
dynamically interleave 
data based on demand
Our proposal: dynamic memory interleaving (DMI)
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Our proposal: dynamic memory interleaving (DMI)

Calibrator
• Monitors system bandwidth utilization

• Determines a target interleave ratio for 
the system

Migrator
• Reads target interleave ratio from 

calibrator

• Migrates application pages to achieve 
the target interleave ratio

Goal: maximize bandwidth utilization
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Calibrator: determining the interleave ratio
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BW is detected
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Calibrator: what’s a “good” step?
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Calibrator: implementation

• User space application
• Reads bandwidth via perf counters
• Samples bandwidth every 200ms
–Ignore samples during migration
–Select 90th percentile sample to use for the period

• Calibration period: 6s
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Migrator: demotion
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Property: When the 
interleave ratio is 100% 
local, DMI behaves the 
same as traditional tiering
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Migrator: implementation

• Utilize DAMON - Existing Linux Tool
–Tracks hot/cold pages
–Migrates pages

• Use existing DAMON action for demotion

• Added DAMON action for interleaving

• Gets interleave ratio from calibrator via sysfs

• RFC submitted to Linux kernel maintainers

https://lore.kernel.org/damon/20250620180458.5041-1-bijan311@gmail.com/
https://lore.kernel.org/damon/20250620180458.5041-1-bijan311@gmail.com/
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Similar system: colloid
Goal: Minimize the maximum access latency
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Problem: under BW 
pressure, small 
changes to BW result 
in large changes to 
latency, making 
calibration difficult
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Evaluation setup

• 120 core Intel Granite Rapids CPU

• 12 DDR5 channels with 500GB/s max BW

• 8 Micron CZ122 CXL memory devices with 300GB/s max BW

• BW intensive workloads: CloverLeaf, lbm, bwaves

• Latency sensitive workloads: page rank, breadth first search, 
betweenness centrality
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Single workload performance
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Interleave ratio: bwaves 
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Migration over time: bwaves
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Shifting bandwidth demand

This graph represents how well DMI handles shifting demands in 
bandwidth with lbm workloads with varying cores and iterations

First workload 
2% faster than static 
interleaving

Second workload  
5% slower than static 
interleaving (similar to 
single workload perf)
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Key takeaways and conclusion

• Making effective use of bandwidth is important for application performance

• Static interleaving is insufficient for changing bandwidth demand

• DMI dynamically interleaves data based on bandwidth utilization to 
efficiently utilize system bandwidth
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