CXL Memory Use Cases:

Insights into Expansion and Pooling
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Why do we need CXL Memory?

Memory wall exists relative to CPU Core Count, and memory wall also exists in GPU-based Al Memory System

Need to overcome the difficulty of high-capacity scaling with pooling/switching-based scale-up/scale-out
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Memory Capacity Gap in Al applications & GPUs
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Application fragmentation makes it difficult to know sweet spot
capacity, but TB to 10TB+ of high capacity memory is needed
within TCO budget

Reference: Al and Memory Wall, A. Gholami et al, IEEE Micro
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CXL Memory Usage Model Tree SK hynix
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CXL Memory Usage Model Survey Ve
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Bandwidth Expansion Case - Single Server SK hynix

We ask a question to Al model, CMM+DDR shows 30% better performance of system.
Next CMM has 2x better BW compared to Al model result of current product.
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Capacity Expansion Case - Single Server SK hynix

We use the YCSB benchmark for the Redis in-memory database.
CMM allows us to load a database up to the additional CMM capacity on a single server without throughput drop.
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Memory Pooling Case — Multiple Servers SK hynix

We evaluated the performance of the Redis using the YCSB benchmark with CXL Memory Pooling.
We found no significant performance difference. This confirms that IMDB is a suitable use case for CXL memory pooling.
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Questions?
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