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KV-Cache Reuse Matters

Emerging technologies are breaking the prefix 
assumption

Expensive Inference

LLM Cost per/ Query

Efficient KV Reuse

Reused Cache Blocks
Reduced Inference Time

Prefix-Based
Dominance

Prefix-Based Reuse is 
dominating

LLM inference is costly → KV-cache reuse is the key → Prefix-based reuse leads today



LLM Applications w/ Compositional Context

Monolithic KV-cache reuse is not guaranteed 
BUT full recompute is costly and slow 

Retrieved chunks and 
their order vary per query

Must-have for 60%  of 
LLM systems, 86% of 
organizations

RAG

Dynamic reasoning and 
sub-queries
Balancing transparency 
with memory efficiency

ReAct / 
RAISE

Personal assistant
Partial, summarized, 
reordered personal 
context history

Long-Term
Memory
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Long-Term Memory In Action

History = Many-turns conversations, personal communication threads, .. 
prefers 
window 
sit, ..

Passport 
no 038...
 

V
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, ..

Memories 

   

History Store

Reserve 
flight to 
Italy

New request

Get 
travel 
info

LLM

These are my travel info <     ,     ,      > and flight

preference <     ,     ,      >, reserve a flight to Italy

<Name, Passport, Frequent Flyer, Food preference, Sit preference>

holes chunks suffix

prefix chunks

Flight itinerary

Hotel 
recommendation
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Optimization Opportunity: Compositional Reuse

Opportunity

• Wider applicability of KV-cache offloading 

• Reuse pre-generated prompt chunks

• Selective token recompute to adjust chunks to new 
context 

Compute holes

Selective tokens recompute

Prefix Chunk Chunk Chunk Suffix
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Pliops Solution Highlights

Minimal application friction

Maximal use-cases coverage

•Eliminates ingestion phase - no offline processing
•No need for explicit chunk marking
• Includes dynamically generated chunks, like 
summarization

Content-
Based

Chunking

Minimal performance overhead
•Need to clean the impact of initial context
•Low online recompute overhead per chunk

Chunk
De-Noising

Optimal storage capacity
•Storing “everything” may explode storage 
requirements
•Smart automatic eviction of non-reusable chunks

Chunk
Eviction
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Summary

• Emerging prompt composing techniques break the prefix 
assumption

• We suggest a new KV-cache offloading paradigm to enable the 
reuse of “randomly” chosen chunks of pre-generated KV cache

• Initial traces analysis demonstrates a hit-ratio increase from ~60% 
to ~90%

• Results in ~4x average TTFT reduction compared to prefix caching

• Increases capacity and IOPS demand from the storage system
• Very low temporal locality
• Chunks range 32-128 tokens on average

• Pliops FusIOnX solution meets the requirements 
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