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Topology: Baseline (EMR based) vs Samsung Zero-eETL* based

AWS EMR Topology Samsung Zero-ETL
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Zero-ETL

- Dataintensive (PBs) ML pipeline but spending 35% Opex in data transfer to run a model
« Needed solution with higher Efficiency/Capacity with near data processing

Spark Conf

4 Clients (H)

16 Executors (S)
1Driver/Master node
16 cores per node
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Phase-wise Adoption
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DSS Target + zETL

Offload Synthetic Data
Generation and Filtering
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40% faster, >30% TCO @ Synthetic Data
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DSS — Disaggregated Storage Solution, a Open Source
ultra high bandwidth object storage:

Samsung zETL* installed alongside of DSS, expose '
APIs to DWH Connector on-prem/cloud '

= Data |
DWH CCIH OfﬂOGd CompUTe/ML bln Parquet + |ceberg 1
exposing IP =

DSS Object Storage < = =p Samsung zETL
Developer friendly Samsung zETL APIs
DWH integration with Management REST APIs to
configure zETL
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https://github.com/OpenMPDK/DSS
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