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Al/ML is Changing The World

« Infrastructure spending on the risel!

 Data set sizes increasing rapidly!?!
 Especially LLM
 GENAI ROI
« IT Support, Data Analysis, Generating Content, Codel]

[1] The cost of compute power: A $7 trillion race | McKinsey

[2] Scaling up: how increasing inputs has made artificial intelligence more capable - Our World in Data
[3] https://blog.purestorage.com/perspectives/how-youll-use-generative-ai/



https://www.mckinsey.com/industries/technology-media-and-telecommunications/our-insights/the-cost-of-compute-a-7-trillion-dollar-race-to-scale-data-centers
https://ourworldindata.org/scaling-up-ai
https://ourworldindata.org/scaling-up-ai
https://ourworldindata.org/scaling-up-ai

What is a RAG Pipeline

Generation

« Core components
« Data
 Model
 Embeddings
* Query

2: Search 1: Insertion

Figure based on!]

[1] Accelerating Data Retrieval in Retrieval Augmentation Generation (RAG) Pipelines using CXL - MemVerge



https://www.mckinsey.com/industries/technology-media-and-telecommunications/our-insights/the-cost-of-compute-a-7-trillion-dollar-race-to-scale-data-centers
https://memverge.com/accelerating-data-retrieval-in-rag-pipelines-using-cxl/
https://memverge.com/accelerating-data-retrieval-in-rag-pipelines-using-cxl/
https://memverge.com/accelerating-data-retrieval-in-rag-pipelines-using-cxl/

RAG Pipeline Storage Demand

« Training data for model
* Training checkpoints

« Database storage for
embeddings

* Query/result storage

Generation
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[1] Accelerating Data Retrieval in Retrieval Augmentation Generation (RAG) Pipelines using CXL - MemVerge



https://www.mckinsey.com/industries/technology-media-and-telecommunications/our-insights/the-cost-of-compute-a-7-trillion-dollar-race-to-scale-data-centers
https://memverge.com/accelerating-data-retrieval-in-rag-pipelines-using-cxl/
https://memverge.com/accelerating-data-retrieval-in-rag-pipelines-using-cxl/
https://memverge.com/accelerating-data-retrieval-in-rag-pipelines-using-cxl/

RAG Pipeline Storage Optimization

VectorDB (Faiss+RocksDB) WAF

vectors

Query Insert ——Non-FDP FDP

Faiss 90% cy
build index

search result l 70% Cap
data data data 50% Cap.
RocksDB

-

* FAISS supports similarity search and clustering of vectors
« Used as vector DB (Langchain)!"]

« FAISS interface to storage can be RocksDB

« Samsung has extensive RocksDB development experience

 FDP integrated into RocksDB lowers device measured WAF
 FDP has improved device utilization for hyperscale applications

https://python.langchain.com/docs/integrations/vectorstores/faiss/



RAG Pipeline Memory Demand

Parse Documents and
Create Vector Embeddings Insert Milvus VectorDB Search
Host 1 Vectors Query Processing Vectors

Host 2 I_..

mem_agent P

DC Region DC Region mem_agent

Reguest to Add or Release Capacity
mem_orchestrator
Chassis/Host

 Phased Approach
 Generate Embeddings
 Memory demand spikes
 Running the pipeline
« Based upon the app

Host 3

Query generator




RAG Pipeline Fabric Memory

Memory Usage of Data Ingestion Engine

Adding CXL memory Releasing CXL memory

Processing The Vectors

Started Vector Creation
Inserted Vectors into the DB

Idle State

stion Engine Memaory Usage

CXL our example memory fabric
« Capable of adding/remove host
memory dynamically

« Demo leveraging multi-hnead CXL
device

Standards and software useable
today

Parse Documents and
Create Vector Embeddings Insert Milvus VectorDB Search
Host 1 Vectors Query Processing Vectors

mem_agent 1 — Host 2 IT—
DC Region DC Region mem_agent

MNVMe-oF NVMe-oF
55D 1 = S50 1

I—P

Request to Add or Release Capacity

» mem_orchestrator
Chassis/Host

Host 3

Query generator

Memory Usage of Milvus Vector DB Engine

Idle State

y (DRAM + CXL) Ayailable in Milvus Vector DB Engine Mihwus Vector DB Engine Memory-Usage

Idle State

Memory Spike Occurs Due Vectors are Flushed to
to Insertion of vectors. CXL SSD. So Memory
Memory got added to Consumption Goes Down
Overcome the memory and the CXL Memory got
spike Released

Processing and Inserting the
vectors batch by batch to
the DB. So the CXL
memory was geftting
added/released according to
the memory consumption




RAG Pipeline Potential TCO Gains

Larger SSDs = Less Racks

 Assumptions
« Workload Scales
« Power is available

High Capacity
.
.

Number of racks

Memory Utilization Increase

View memory utilization as
a rack level problem

Not limited to local DIMMs
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Key Takeaways

« Storage and Memory crucial to RAG
 Long context on the horizon
« Samsung key producer of storage and memory
* Increasing Ecosystem and Application Expertise
« Solve Al challenges together

* Leverage our hardware/software expertise
* Apply it to your view of the Al world



Thank You



SAMSUNG



	Slide Number 1
	AI/ML is Changing The World
	What is a RAG Pipeline
	RAG Pipeline Storage Demand
	RAG Pipeline Storage Optimization
	RAG Pipeline Memory Demand
	RAG Pipeline Fabric Memory
	RAG Pipeline Potential TCO Gains
	Key Takeaways
	Slide Number 10
	Slide Number 11

