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IU mapping table at a glance: an internal structure
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The DRAM implications for HC-SSDs
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Drive capacity DRAM required with 4k IU DRAM required with 16k IU Savings by using 16k IU

7.67 TiB 7.67 GiB 1.92 GiB 5.75 GiB

15.34 TiB 15.34 GiB 3.84 GiB 11.05 GiB

30.68 TiB 30.68 GiB 7.67 GiB 23.01 GiB

61.44 TiB 61.44 GiB 15.36 GiB 46.09 GiB



Userspace recommendations for large IU without LBS
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• Requires userspace applications to be modified
• Each new IU increase implicates new modifications
• Not a suitable ecosystem choice



Alternatives to requiring userspace changes

Lay of the land of what options we have
1. LBA format change  likely not possible

• 4 KiB LBA format introduced 1998
• 4 KiB LBA Native format 4kn in 2010
• Slow adoption
• Requires new Protection Information protection changes
• This alternative is not as ideal

2. Operating Systems R&D innovation: The Large Block Size moonshot goal
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The Large Block Sizes moonshot goal

Goal: respect IU alignment using OS filesystem primitives
• Primitives:

• mkfs.xfs -f –b size=16k
• mkfs.xfs –f –b size=16k –s size=16k

• Would be ideal but people had tried for 16 years

©2025 Conference Concepts, Inc. All Rights Reserved



The Large Block Sizes moonshot goal

Goal: respect IU alignment using filesystem primitives
• Primitives:

• mkfs.xfs -f –b size=16k              Merged on v6.12
• mkfs.xfs –f –b size=16k –s size=16k  Merged on v6.15
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Done
It was just an Operating Systems Filesystems and Memory Management Problem



What does LBS mean in practice?

For filesystems, and the QLC High-Capacity SSD market?
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NVMe QLC with IU=NPWG=16k
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IU = 4k

QLC

npwg = 4k

nawupf = 4k

IU = 16k

LBS without atomic

npwg = 16k

nawupf = 4k

Data block sizes up to = 16k

Sector sizes up to = 4k

Data block sizes up to: 16k

Sector sizes up to: 4k

Filesystem data / sector size impact

• mkfs.xfs –f –b size=16k



NVMe QLC with IU=NPWG=16k and NAWUPF=16k
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IU = 4k

QLC

npwg = 4k

nawupf = 4k

IU = 16k

LBS with atomic

npwg = 16k

nawupf = 16k

LBS without atomic

npwg = 16k

nawupf = 4k

Data block sizes up to = 16k

Sector sizes up to = 4k

Data block sizes up to: 16k

Sector sizes up to: 16k

Data block sizes up to: 16k

Sector sizes up to: 4k

Filesystem data / sector size impact

• mkfs.xfs –f –b size=16k
• mkfs.xfs –f –b size=16k –s size=16k



But are atomics useful?

Hyperscalers have been supporting large atomics for 6 years now
Let’s test on AWS i4i.4xlarge as a public baseline on TLC
Leverage kdevops sysbench for reproducibility
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https://github.com/linux-kdevops/kdevops/blob/main/docs/sysbench/sysbench.md
https://github.com/linux-kdevops/kdevops/blob/main/docs/sysbench/sysbench.md


Additional gains of large AWUPF: Disabling MySQL innodb_double_write_buffer
12 hour MySQL run  you can reproduce with kdevops
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Additional gains of large AWUPF: Disabling PostgreSQL full_page_writes
12 hour run  you can reproduce with kdevops
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But are atomics useful?

Yes
An empirical evaluation of large atomics shows they are
Useful even for TLC drives then
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