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Architecture:Composable PCle System:m
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Chassis: Top)Viewy

8 System Fans

GPU Power Cables

Host Ports
4 CDFP Connectors

Device slots

® Configuration A:
8 dual slots for GPUs +
4 slots for NICs

¢ Configuration B:
I M S 10 dual slots for GPUs
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BMC and mCPU

Chassis management
and Device management

PCle Switches

2 Broadcom PCle 5.0 switches



Key Software:-Specificationn H-

Features

e GPU composability

e Device surprise add and remove

e Device peer-to-peer (GPU P2P)

e PCle port configuration (Host or Device)

e Performance and error monitoring

Management Interface
e Redfish®, RESTful API, GUI

—MS 3
N—



Fabric: Topologyy PCle Hierarchical Switches ¢

The host can be

HBR

connected to. the
first -layer switch

ONLY.
E——

NVMe NIC

 HBR: Hierarchy-Based Routing Switch
« GPU: Graphic Processor Unit
"N+ NVMe: NVMe SSD
—MS . Network card : Ethernet/ Infiniband network card



Usage Case: of PCle-Hierarchical Switch:::
GPU for All and/Inference«

[ . Al server Inference servers
The GPUs are used
for Al and Inference
in different time

periodiofthe«dayy | ] |
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Fabric: Topology: PCle Hierarchical Switches e s
with) Fabric:Capability!y

J

The host can be
connected to any
switch: The switches:
are inn mesh topology.,
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. Hierarchy-Based Routing Switch with Fabric



Usage Case: ofI(PCle-Hierarchical Switch with/ith
Fabric:: Scale:Up - GPUs:on PCle Device: Hub.b
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Al server i

All the: PCle devices:
in the PCle: fabric
can be assigned to«

any host!.
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Lessons: Learned::Semnverr
Server bus:number andmemoryaddress «

0 Not enough bus number
and memory addressin
server slots

a. BIOs bus allocation on
each PCle CEM slot
b. BARO, BAR1, BAR2

memory address
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Lessons: Learned:: Re:-timen
Signal integrity; bifurcation; reset; thermal !

» Re-timer should test against with
server slots for signal integrity

n Bifurcation, clock, and
reset design

- High speed re-timer need y
extra cooling
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Lessons: Llearned: PCledabricic

GPU reset when hotplug o

When re-provisioning the GPU, the GPU should be reset
. through out-of-band or inband secondary bus reset

GPU peer to peer:setting when-rer«-provisioned:!
» GPU P2P setup in the PCle switch fabric

. Single GPU device
» GPU with internal PCle bridge
~ NVMe and NICs

PCle Switch
Fabric




Lessons: Llearned:! Devices: s

PCle device:invone-card«!

1 Single GPU h
"1 Multiple GPUs in a single device (GPU and PCle switch)

1 Multiple devices in a single device (GPU, PCle switch, and NIC)




Lessons: llearned:! Devices: s

Device powerand:cooling:
'] GPU up to 1KW and the NVMe is only 20W

Form factor of.PCle device: ¢

' FHFL, HHFL, HHHL, U.2, E3.S..

(aka SFF-8639)

BGA M.2
‘ 42, 80, and 110mm . I

Majority of SSDs sold

Smallest footprint of

CEM Add-in-card

U.2 2.5in

Add-in-card (AIC) has maximum
system compatibility with existing
servers and most reliable compliance

16x20 mm PCle connector form Ease of deployment, hotplug, ~Program. Higher power envelope, High B/W with
small and thin factors, use for boot or serviceability and options for height and length PCle 3.0
platforms for max storage density  single-Port x4 or Dual-Port x2 Prevalent in
hand-held, loT,

Source: Intel Corporation

(SFF TA 1006 — SSD)
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(SFF TA 1007 — SSD)

A (Up to 36 Modules)

(SFF TA 1002)



Lessons: Learned:: Management:and AP

Management path'
PCle device management path [(ma"aggf:emﬂ} Lmen&gﬁmhwﬂ} [ i } -
\ PCI

o Ethernet (Data or Management path) [~ _ _ _ _ _ _ _ _ _ | _ ____________.
o PCle management  Etherret (16

o [|2C out-of-band e autch PCle, UART, I2C

.....................................................................................
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Lessons: Learned:: Managementand APJ”!
Orchestrationrand ARPJ! : f-

Many consortiums are working on the standard
orchestration and API for the composable solutions

T

OFA

Sunfish
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