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Domain Specific Architecture (s ay

The next decade will see a Cambrian explosion of novel computer architectures,
meaning exciting times for computer architects in academia and in industry.
- John L. Hennessy and David A. Patterson

N
'\<’/>

© 2024 MetisX Co., Ltd. All rights reserved.



Scaling Constraints =

Low GPU/CPU utilization due to data movements
between Cards, Servers, Racks and even Datacenters

Scaling hardware to meet growing compute and/or memory demands,
through complex network and storage topology.

Adding more nodes makes it increasingly difficult to achieve linear performance gains,
because when data is distributed across several nodes, it eventually needs to be gathered again.
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Vector Databases for RAG =S

Vector Databases — X
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Data Processing Pipelines S

Refining Unstructured Raw Data Transforms it into
a Cleaned, Reliable and Structured Source

Feeding “high quality data” to ML/Al models both for training and inference (garbage in, garbage out)
Cluster with 1000s of nodes to process TBs of data — LOG files, Comments, Likes, ...

Data movement among nodes : (de-)compression, (de-)serialization, OOM or disk spill, snapshot(failover)
-> Bigger/Transparent/Coherent Memory

> Query Processing + Integer Operations(Strings, Compression, Encode/Decode)

Building reliable, performant data pipelines with £ DELTA LAKE
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Under the Hood

Q: How do women in their 20s react to the

product’s design?

Applying simple, repetitive operators on massive data

Raw data are usually compressed and encoded

Many “if” statements for filtering

-> Distributed Execution Engines such as Apache Spark
MapReduce, Data Parallelism, In-Memory
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More Data [y

When you have More Data,
You need More Memory as well as More Compute

But, Adding More Nodes doesn’t Work, it’s not Efficient.

Vector Databases Scale-out Data Analytics
Vector databases prefer in-memory data structures for fast OOM(Out of Memory) and disk spill are major issues that
response times and are generally not scalable. trouble data analysts.
X86 CPUs find it challenging to provide sufficient CPUs also used in supercomputers for scientific computations
computational power for high-dimensional vector operations. are overpowered for handling simple integers or strings.
Storing vector data on GPUs is impractical due to limited and Similarly, Tensor Cores on GPUs during SQL processing are
expensive VRAM. just unused silicon.

We need a domain-specific alternative beyond simply adding more nodes.
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CXL Memory Expansion ==
& Disaggregation

1. Memory Expansion CPU ';m DOR
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CXL Memory + Data Processing ey

CXL Computational Memory for Large-scale Data
Available 2Q 2025

Novel CXL Hardware
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Rich Software Framework

DATA APPLICATIONS

Data Acceleration Plug-ins

Data Specific API (SQL, Vector, Graph)

Parallel Programming Abstractions

Abstracted Runtime API (MapReduce, GAS, MPI)

Explicit Control of Data & Compute

Low Level Device API (datamove, job launch, sync)

Kernel Driver Device Management
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