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The current state of storage security...
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Data leak Privacy Security

Encryption Policies & Risk 2%z
ziXXa Xada



The future state of storage security...

“We lead m circularity™
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CDI Projects @ﬁ?:?:e

* Media Sanitization
* Guidelines
* Training

* Health Grading Tool
* Alpha working

* Academic Research
* Media sanitization

* Health grading
* Carbon impact (MSFT)

* Carbon accounting
» Alliances — OCP, SNIA IEEE, Adisa




CDI Security, Cryptography,
Sanitization, Verification
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Hardware roots of trust
Firmware audits
Forensic Analysis
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CDI Media Sanitization @gm‘ar
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Roadmap —Increase Trust

Vendor validation of
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Roadmap - OCP

Security Review
Provider (SRP)

Third-party security audit

for devices and firmware.

RIM &
FBOM
.
Introducing: OCP L.O.C.K.
B
« Aproject to deliver an open implementation at RA»dT:l C?\EV:(CI’e(
. i X . epo eckst
CHIPS Alliance, leveraging and following Caliptra ? /-\
= ) == ocp

« Scoped specifically to storage devices = ::': Community
S——f . .
—
EBe—— o amn

@ : 2 S d
+  Provides key management services to the drive — ;& ; gfﬁn
and host, utilizing services from Caliptra LO.CK. SRP Criteria, Community developed
Device Vendor Device Checklist Device Checklist and /
SRP Criter: /
o Dovie Vendor cmmisins k.
e audit and selects and
Cryptographic ocP Anp.m:ed ;RP D c P

Key-management

S.A.F.E.

| i ',, ) Adopters &— { .l é Morketplace

. e - . Adopters choose A
from OCP S.AFE S.A.FE. approved products

1 9TML9 B) + . ) =Q+9F9?=E =FL
0 C B 11G19?7=! GFUGDJ $AE 09J=

B #1 ! JQHGHF? A= OCP S.AF.E. Update

CETTN A MOT " IAN="FARIAN=
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Caliptra Roadmap _Celiptra

. Now ‘03' 2024 .zuzs+

0 ECC&LMS acceleration

RISC-V Security Countermeasures

NIST PQC Recommendations (CNSA 2.0
Compliant) for attestation

+ Identity & Measurement

+ Atestation 0 LM Signature Verify Primitive

+ Owner Authorization

Stable identity
+ TCG DICE/DPE API
Support for Streaming Boot & DOT
+ NIST CAVP, FIPS L1-Capable specifications (WIP)

« PQC Resilient FW-Based LMS Signature

Stay tuned for Architecture details by OCP Global Summit 2024

g

Project Caliptra Update



https://drive.google.com/file/d/17WgB613JYl5f_gaeUYddIv6SN9WjvMau/view?usp=drive_link
https://drive.google.com/file/d/1CWVYDuGHFJ5eWsRMwISVfcqGNAGHxwWD/view?usp=drive_link
https://drive.google.com/file/d/1peAfuOhjzsbpowVcPXK-NbhpmA4v9BnB/view?usp=drive_link

[ Circular Drive Initiative | Grading Tool

Circular

CDIHealth Grading Tool G

efresh f Grade All | Grade Selected | Hex | Biink _ Filter [Search for Devices
sT

# buTt 'ATE TYPE TRAN  VENDOR = MODELNUMBER  SERIAL NUMBER Fw GB B/S PoH SMART HEALTWH = REMARKS
1 /dev/sda Ready m SPCC SOLID STATE DISK BA1B0795065300893008 SBFM61.3 1024 GB 512 34571 m
2 /dev/sdb Ready ol WDC WD40EFRX-68WTONO WD-WCC4E2066620 80.00A80 4000 GB 512 66042 [N
— %F KM‘ p— Km9J: MJ: ﬂ 1 1 " 9F< &" " 3 J/dev/sdc Ready DD f| ATA wDC WD40EFRX-68N32N0 WD-WCC7K1XF1)DJ 82.00A82 4000 GB 512 39067 m
) 4 idevisdd Ready [N MG WDC  WD2000F9YZ-09N20L1  WD-WCC1PT59C355 010102 2000 GB 512 64368 [T
5 /dev/sde Ready oDl ATA wDC ‘WD2000F9YZ-09N20L1 WD-WMC5COD4AD25 01.01A02 2000 GB 512 56987 m
F< J:m . 6 [devisdf Ready [ BTN NotReported  NOTREPORTED  001449E/G68X  PCJJGEBX Not Reported 4000 GB 512 15634 [N 3 ]
@9@ L4 7 Jidewv/sdg Fail oD | Not Reported NOT REPORTED 001449EL36VX PCJL36VX Not Reported 4000 GB 512 15763 [EIIN - | |

8 /devisdn Ready [ [N Not Reported  NOT REPORTED Z1Z6KYHT0000W5155834  Not Reported 4000 GB 512 70725 [N MECZNN
9 fdevisdi Fail o || ara WDC  WD2000FOYZ-09N20L1  WD-WMC5COD543Z0 01.01A02 2000 GB 512 56457 [N e Scxiors |

 Transparency required to build i o vy B o mvnicos S o e o M
trust in secondhand market

IS | ==y Wy A

* CDIworkgroup dee
unde.rstandm s Of.S. D and HDD = o Seagate / openSeaChest
quallty and re lablllty <> Code () Issues 27 1% Pullrequests &) Discussions () Actions [ Projects O Security

openSeaChest Public & Watch 23 ~ % Fork 60 - W Starred 441 =

* Grading system designed to — . = B O
accurately assess the health and ——

remaining use left —

.github storage devices.

Make

* Includes endurance, power on
hours, errors, device self-test,
signed vendor firmware

meson_crosscompile
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Data Sanitization Research

I GE HM=+ 9?9RA=9JIA>

* Storage market, intro to circular

economy New IEEE Media
Sanitization

History of media sanitization specs crerifiestian

 Show that DoDand NIST are old

ata growth has exploded,

.
E n a b I e S C l rC I a r creating amazing oppor-
u tunities and enabling

quality of life improve-

ments. The amount of data being

Highlight new IEEE 2883-2022 Spec Economy for St ittt

national Data Corporation (IDC) fore-
casting that, in 2026, the massive
. . O ra g e 20.5 ZB of data being stored in the
. R world will make up only about 10%
e Vle V 'V p urg e e C n lqu e S s i . of the total data generated that year
Jonmichael Hands ", Chia Network

(see Figure 1). This growth of stored
Tom Coughlin™, Coughlin Associates data needs to be sustainable, with
more companies than ever involved
in the storage of digital data setting
net-zero emission goals by 2030.

Modern media sanitization techniques can

securely eliminate data on digital storage
RAPID DATA GROWTH

devices. This enables more effective efforts DEMANDS SUSTAINABLE
) ) PRACTICES
to reuse and recycle these devices, enabling a A modern high-capacity 3.5-in hard

drive has an environmental foot-
print of 2.55 kg CO, emitted per tera-
byte per year.2 One study estimated
the embedded carbon from manu-
Digital Object Identifier 10.1109/MC.2022.3218364 facturing solid-state drives (SSDs)
Dateof current version:9 January 2023 to be as high as 0.16 kg CO, emitted

circular economy for data storage.

COMPUTER 0018-9162/23020231EEE PUBLISHED BY THE IEEE COMPUTER SOCIETY JANUARY 2023 mn

© 2024 Circular Drive Initiative




CDI Health Grading — Academic Paper brive
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From Waste to Resource: How Standardized Health Metrics Can Accelerate
the Circular Economy in Storage Media

Ba Ck rO u n d O n I l O v‘ 'V I European Journal of Electrical Engineering and Computer Science
Vol 8 | Issue 4| July 2024

ISSN 2736-5751

and SSDs fail

From Waste to Resource: How Standardized
Health Metrics Can Accelerate the Circular
Economy in Storage Media

* Designing systems for high -

ABSTRACT

. . . .
Current research into hard disk drives (HDD) and solid-state drives (SSD)  Submitte: June 18, 2024
focuses on predicting failure rates using SMART attributes to decide when  pyya. 1y 15,2026
to retire a drive and move to the end of life rather than identifying ways to
pri lfe. This paper tead at what Obe g 1) 2 0rsiejece 2024.8.4636

present to reuse the drive with full confidence and which attributes have a
material impact on reliability during second use.

CrossMark

! Interact, Managing Director, UK
‘To quantify which attributes had the highest impact we conducted a large- 2 Circular Drive Iitiative, USA
i 117, ique drives to identif 4 Cedar, Software Engineer, UK.

failure of erasure and what drive attributes led to the storage device’s failed

° IInp O rt ance o f me d ia e £ -

reuse of storage media and furthering the ci .

Keywords: Circular economy, HDD, SSD, Storage media.

. . .
s a n 1t 1Z a t 10 n 1. INTRODUCTION boast Mean Time Between Failure (MTBF) ratings of 2 M

or 2.5 M hours, equivalent to 0.44% and 0.35% Annualized
Failure Rate (AFR). These metrics are statistical measures
derived from large-scale population testing and do not
directly predict the lifespan of an individual driver. For
instance, an HDD with a 0.44% AFR does not guarantee

long term. To facilitate this supply at the lowest possible ! does n
o il and emvitemmental n there. nonde 1o be an 227 years of service (1/0.0044). Instead, it indicates 2 0.44%
[ ) incrcase in seconduee storage devices and a moveront o chanee of failure within a year, but the drive could last
I I l l a improve circular economy practises for the storage market,  Much longer or fail sooner.

This paper will quantify the key metrics and attributes 5, g <o

that impact the reusability of storage media and then ] ! ) )
" : i . SSD failures differ from HDDs, with firmware issues
follow with the technical and functional aspects required (R, B0ES O 6 O M e

L] L] [ ]
o de-risk circular economy practices. This includes spe- > :
drives decommuissioned and S e Lt i, L i+ b
through improved fault tolerance in deployments. SSD endurance is how many writes take place to an SSD

Significant increases in the demand for storage have left
a gap between the amount of storage currently available,
and being produced by manufacturers, and the amount
of storage required by consumers and businesses in the

before it wears out and is tied to the program-erase (PE)
cycles NAND cells can undergo. Repeated cycles degrade

2. TECHNICAL REQUIREMENTS FOR REUSE ! . ¢
the oxide layers, impacting charge storage. More bits per

sanitized

* 87% suitable for reuse

A [TTT1! A MOJ " IAN="FAAIN=

2.1. Understanding Reliability vs. Lifespan

Quality and reliability are distinct metrics. Quality aims
to reduce initial failures (often due to less rigorous test-
ing in lower-end drives), while reliability concerns failures
arising from extended use. Enterprise HDDs, for instance,

O oy 0 24 ey .

cell often mean more writes for voltage accuracy (e.g., QLC
vs. SLO), varying by manufacturer and NAND process.
SSDs are rated in terabytes written (TBW) or drive writes
per day (DWPD), per JEDEC standards JESD218 and
JESD219 [1].

reprducton n any medium, provided th arginal souree s cited.

Vol 8 tsue 4 uly 2024
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e HDD Models

ACall for Research on Storage

. . 2‘30' —— Rolling Average
Emissions Eas| PN
Carnegie Mellon University, Microsoft Azure %ig
* Storage accounts for 33% of f 51 HAMR

operational and 61% ofembodied P R
emissions in Azure DCs Increase ofareal density on HDD helps

* LCAs leveraging IMEC and Makersite (its put performance challenges
likely much worse) i

1%
* Suggest extension ofuse and second \g’b
life as ways to reduce impact

Operational Emissions | CPU DRAM SSD HDD  Other Embodied Emissions | CPU DRAM SSD HDD Other 80%
Compute Rack | 42% 18% 19% 0% 21% Compute Rack 4% 40% 30% 0% 26%
SSD Rack | 32% 8% 38% 1% 21% SSDRack | 1% 9% 80% 1% 9%
HDD Rack 26% 5% 7% 41% 21% HDD Rack 2% 11% 14% 41% 33%
Table 2: Operational emission breakdown for Azure rack types. Table 3: Embodied emission breakdown for Azure racks.
m CPU mDRAM m SSD = HDD m Other
Source: Hotcarbon SSD Rack

A | | A MOJ " IN="FAAIN= 13



https://hotcarbon.org/assets/2024/pdf/hotcarbon24-final126.pdf

Carbon Accounting

The problem

* SSDcarbon scales with capacity

* Apple 2023 sustamability report
—carbon from 1Phone flash only
is 59.88g/GB

* at 517EB1n 2024, rough math 1s
31IMMTI (02¢

450 ® 40 -
400 Dataset
350 ® HP Avg. SEF = 0.16
. ® DELL 30-
D300 o apple ° =
o 250 ® Other e ® 3 20-
S 200 (Y )
o) °
O
150 ° e __COselkg)
100 ° & 10- SEF = Capacity (GB)
' [ ]
PR . N
0 o 0- [ [ | [ |
64 128 256 400 512 1024 1920 3840 0.1 0.2 0.3 0.4

Capacity (GB) Storage Embodied Factor (SEF)

29FFM1 9F<, 9A . (. [111) 2@ <AIQKs JALGREKME : GA<
S 9J: GF 9J6ANGI? NM: B-IL @IHK, 9IPANGI? 9: K11 1I[1111]

1,400,000
1,200,000
1,000,000

2 800,000

=

£

s

& 600,000

400,000

200,000

Circular
Drive
@mtlatlve

M Industrial SSD

11" . =I9: @=K

N 9 o v o o A &
Q % < Y Y % & N
S S S S S S S S

Source: Forward Insights SSD Insights Q2724

W Enterprise OEM Self-built

SSD

m CSP Self-built SSD

B Enterprise (Raw Capacity)

B Channel

B Gaming Console

m PCFlash Cache/HHD SSD

B Desktop PC

B Notebook PC

B Chromebook

© 2024 Circular Drive Initiative
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IEEE 2883-2022 @%ﬁ?ﬁl

Standard for Sanitizing Storage

. IRF A<MUQGF IJE AGWQIF<EG=IF . | reesn
E I@KK9F< @ A MKXT E =<A KFAARILAF R

I_dK[@me m@ —I«G} E — IG IEEE Standard for Sanitizing Storage
J= <=J 9; ; =KKIGI9J? = <919 (& K(J9?=E =<A
A=OKA B>4 9 ? AFF BN-DG>=MJIL

o X;IEI%—:KII%%FE{,@IA@ += K911:< = AM:K
_< rn "
FEQ9: B 4
°1H=AaAEK/ELJ>9 =KH= A = FAMK 1 2
1 1 4+ B @g@aﬁ 1\/19< (fF ‘? I@: I@FA& ybersceuriey and Privacy Sandards Cors
-GE E 9F<
* 29J2=191DI0? A9IYF< OLI0% OLAGFK>GT <919
R Bk R
NEJAAOLAF GKOF AROLAGF

ISTANDARDS | m




Media Sanitization Methods @‘,ﬁg‘“f

Cnitiative
2 2 5

Clear "=KJML Purge

*G? A=, @ AMKIJ= Makes data recovery Logical or physical
9HHD:< IGIDY<<J=KID: B nearly impossible but techniques rendering data
K(G9?=10x ILAFK results in the storage recovery infeasible even
HG =, 1&? 9?9 4K K& HB media becoming with state-of-the-art

FGF ANKA=<9I9 unusable. laboratory techniques.

= QEQE @AMK Disintegrate, Incinerate,

and Melt Thq gogl of purge is to
maintain the storage
media and device in
reusable state.



Purge Media Sanitization Techniques (82&:‘“’

@nitiative
? : |:| :

- N=JOJA= Block Erase Crypto Erase

Using interface specific Use NAND erase blocks, Requires that the devices

sanitize command, can sanitize a modern SSD supports encryption.

overwrite all LBAs with a in a few seconds to a few Sanitize by deleting the

fixed pattern, minimum of minutes. media encryption key

ong pasl.c,.tl)\ﬂu!tlple pass Doesn’t waste NAND (MEK)I,O:egvmg all the data

optlc?nad, utis not endurance, but verification >crambied.

required anymore. requires no-deallocate. Very fast, completes in
seconds.



Verification

Why Verify?

* Prove compliance with policies
* Assure data breach prevention
* Build trust with stakeholders
Verification Methods (IEEE 2883):

* Clear: Representative sampling (at
least 5% ofaddressable space)

* Purge: Full verification (entire
addressable space)recommended

* Destruct: Physical nspection
ONLY

© 2024 Circular Drive Initiative
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EEE 28851 =

Recommended Practice for Use of Storage Sanitization Methods

* Storage Lifecycle, Risk and Management, Cryptography

* Choosing the Appropriate Sanitization Method: (clear, purge, or
destruct) based on the intended use ofthe storage media,
considerig factors like risk and the sensitivity of the information

* Verification of Sanitization: Knowing that the data 1s gone



Storage Lifecycle @ﬁ?.’:‘?:;

Sanitization in the storage lifecycle

o ] MKAAYK
o . JONKAT A
o« IAF3IE

* #F< >l MJ=FL3 K=
o O=HIGNKAF &? >3 J=-M&
"K<<K 0=QB

O Sanitization Method Applied N » D Dispose/
= Recycle

© 2024 Circular Drive Initiative
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Drive
@nitiative
Sanitization Adversary Capability

Method Novice Expert Virtuoso

None Almost Certam Almost Certam Almost
Certam
Clear Unlikely Likely Almost
Certain
Purge Almost Almost Unlikely
Impossible Impossible
Destruct Almost Almost Almost

Impossible Impossible Impossible

© 2024 Circular Drive Initiative



Risk and Risk Management @ﬁ%‘:‘;

* Classify data based on data sensitivity: low, medium, and high
* Interest=f( Gain, WorkFactor, LikelthoodOfSuccess )
* Managing risk: Accept, Avoid, Transfer, Treat/Mitigate

Table 4—Risk as a function of likelihood and magnitude of loss

Likelihood of Magnitude of Loss

Retrieving Low Medium -
Meaningful Data

i Hgh eryiigh

Low Medmm

Unlike ly

---

© 2024 Circular Drive Initiative




Cnitiative

Cryptography in Storage (c—:ﬁﬁﬁ‘é"”

Encryption for Data Protection

* Symmetric Encryption: Same key for
encrypting and decrypting (e.g. AES-
XIS). Used for bulk storage due to

(N,

efficiency.

* Two Key Types:
* Media Encryption Key (MEK): The key that
directly encrypts your data.

* Key Encryption Key (KEK): Protects the
MEK allows for secure key changes.

© 2024 Circular Drive Initiative




@nitiative

Cryptographic Erase: The Sanitization Power Tool (ﬁi?ﬁ:'“’

Cryptographic Erase: Not Just Deletion

* Principle: Destroying the encryption keys
makes the data practically unrecoverable.

» Advantages: Extremely fast, strong
sanitization assurance (under certain
conditions).

* Conditions for Use:

» All data 1s encrypted.

* Strong algorithm (at least 128-bit, 256-bit for
high security).

* High entropy keys (hard to guess).
» All copies ofthe keys are destroyed.

© 2024 Circular Drive Initiative




The Future of Encryption: Quantum Circular

. . Drive
Considerations @nitiative
Cryptographic Algorithm Lifetime

* Algorithm Lifetime: Cryptographic methods have a lifespan due to
math advancements and computing power.

* Quantum Threat: Quantum computing may break current
algorithms m the future.

* Relevance for Sanitization: Long-lived data might be vulnerable if
an attacker stores ciphertext until a better attack is possible.

* Recommendation: Consider this for high-value, long-term data, but
it's less ofa concern for most everyday use cases.

© 2024 Circular Drive Initiative




Choosing the Right Sanitization Method @ﬁ?ﬁl
Mitigating Risk: The Sanitization Imperative
* Goal: Align data removal with your organization's risk tolerance.

* Factors: Consider economic and environmental impacts.

* Clear: Affects user-accessible data. Best for low risk data, internal
reuse.

* Purge: Affects all data, including hidden areas. Best for almost all
use cases.

* Destruct: Physically destroys the storage media. Best for storage
that 1s obsolete, or no longer operable (broken)

© 2024 Circular Drive Initiative




o, o . o o . Circular
Sanitization Before Provisionin g @?t‘i':tive

Supply Chain Threats: Don't Assume Trust

* Threat: Compromised supply chains,
pre-installed malware, stolen
encryption keys.

* Risk: Unauthorized access, data
exfiltration.

» Mitigation: Sanitize storage BEFORE / |
it enters your system. Generate new ==
encryption keys.

© 2024 Circular Drive Initiative



Cnitiative

Sanitization Before Internal Reuse @Eﬁ:‘“’

Internal Threats: Curiosity and Malice

* Threat: Curious employees,
malicious insiders.

 Risk: Data breaches, unauthorized
access to sensitive imnformation.

» Mitigation: Match sanitization level
to data sensitivity. Clear for low risk,
Purge for high risk.

© 2024 Circular Drive Initiative 29




Sanitization Before External Reuse (8{2@:@’
@mtlatlve

External Threats: AWider Landscape

* Threat: Abroad range ofactors with
varying motivations and capabilities.

 Risk: Data breaches, competitive
disadvantage, potential for deep
forensic analysis.

« Mitigation: Purge is generally
recommended due to mcreased
exposure. Clear may suffice for low-risk
data.

© 2024 Circular Drive Initiative
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