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Embracing Emerging Standards
EDSFF and CXL
EDSFF E1.S, E3.S, and E3.L form factors, as well as AICs, 
have been integrated into the Compute Express Link® 
(CXL®) ecosystem, underscoring their utility in high-
performance, high-capacity server environments 
promoting robust, scalable, and efficient designs. 
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Supermicro and storage form factors

Single Vendor Support

• Ruler
• NF1



Legacy Storage Bay Design (U.2)

8/6/2024

Traditional backplane design limits airflow

PCBA trace limits PCIe bay definition in manufacture

The SFF-8639
drive connector has served the 
Industry very well and will continue 
for the foreseeable future! 



EDSFF Storage Bay Design (E3.S) 
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EDSFF bay design optimizes airflow

Power, and device/bay management are the only traces on the PCBA



EDSFF Storage Bay Design (E3.S) 
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EDSFF building blocks allows for the 
change of PCIe lanes to the 
media/bay by changing a cable!

X8 PCIe Lanes

X4 PCIe Lanes

X2 PCIe LanesBackplane traces: Power and device management



Gen5 EDSFF Petascale Platform Innovation
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• Superior Signal Integrity 

• Mainboard direct connection to SFF-TA-1002 1C 
connectors/SSDs and reduce the backplane routing 
signal loss

• Reduce ~40% of the signal loss

• Better Air Flow

• No vertical backplane blocking the air flow 

• ~ 75% increase in front opening 

• ~ 20% improvement system CFM

E3.S SSD + EDSFF BPN

U.2 SSD + BPN



Gen5 EDSFF Petascale Platform Innovation
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• Unified Chassis
• Support 

• Intel DP and AMD UP

• 1U up to 24 E1 SSD

• 1U up to 16 E3 SSD and CXL

• 2U up to 32 E3 SSD

• Less than 31” chassis depth

• Balanced Architecture 
• Front storage IO and rear 

networking

• Simplify’ s NUMA, IO complexity 

Purposed Built for New All-NVMe and Software-Defined Data Center  

x64 x64 

AMD Single Processor Intel Dual Processor

x32 x48 

x32 x48 

< 31” chassis depth 1U16, 1U24, 2U32 and CXL



X13 & H13 Petascale All-Flash Highlight
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• Key Features

• Support dual Intel and single AMD single PCIe Gen5 
Processor

• Support 1U E1.S and E3.S and 2U E3.3 TLC, QLC and 
CXL device and up to 1PB all flash in 2U

• Optimized thermal design with EDSFF design

• Balanced PCIe lanes for front SSD and rear IO design

• Up to 30M 4KB RR IOPS and 230+ GB/s 128KB SR 
BW.

• Target Solutions

• High performance AI SDS building blocks 

• Virtualization & dense VDI 

• High performance object storage

• Hyperconverged infrastructure 

• High performance CDN and video streaming
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X14 Petascale Flexible Topology (DC-MHS)
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Providing Balanced Storage and Networking Bandwidth in 1U and 2U Enclosure Design

1U/16 E3.S SSD (x4) 2U/24 E3.S SSD (x4)

x96
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x128

x32

UPI CPUCPU

OCPOCP DC-SCM

2U with 16 E3.S SSD (x4) 
and 8 E3.S 2T CXL (x8)

CXL Memory Device



X14 2U24 EDSFF E3.S & 
CXL Petascale Storage
(DC-MHS)

2000W Redundant PSU
DC-SCM 

PCIe 5.0 Slots
 2 x16 FHFL + 2 AIOM slots

Dual Intel Processor  
up to 350W TDP

DDR5 Slots
up to 32 DIMMs

EDSFF E3.S 1T
up to 16 drives

EDSFF E3.S 2T (CXL)
up to 8  drives



CXL (Type 3) Memory Expansion Use Cases
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Capacity Expansion
• Adding memory while not adding server
• Memory capacity centric workloads (IMBD)

Capacity and Bandwidth Expansion
• Combine #1 and #2 requirements
• Perf centric workload, Inference and LLM etc workloads

Memory Pooling 
• Dynamic memory allocation in rack level
• Reduce DC or Rack TCO but increase latency

Bandwidth Expansion
• Performance improve by aggregate memory BW
• Memory BW centric workloads (AI)

Tiered Memory
• Limited increase capacity/bandwidth w/ low cost CXL
• Tiering workloads (hot/cold tiering)

New CXL Memory Expansion Helps Data Center to Lower the TCO



Memory Workload Characterization
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Spark Data Analytics
In Memory Database
Graph Analytics
HPC
E-Commerce
AI Inference

100%

60%

Bubble area represents system level memory capacity

Memory /Workload characterizations provided by Micron

Petascale CXL/CMM option offers 
Capacity and Bandwidth Expansion



CXL Features Over Generations 
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Intel : 5th Gen Xeon 
AMD : Genoa & 
Bergamo 

Intel : Xeon 6
AMD : Turin



Micron CXL CZ120 Partnership and Seeding Program 
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Supermicro in Partnership with Industry Leading Technology Companies Delivering Early Access to CXL



EDSFF - High Efficiency by Design

High Efficiency

• Increasing CPU Cores & PCIe Lanes = More capabilities
• Memory Capacity & Bandwidth with CXL= More performance tiers
• Direct Attached EDSFF Bays = Lower latency
• Better Air-flow = Better power efficiency
• Better Signal Integrity= More IOPS
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Thank You!
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