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Agenda

❑ The Next Era of storage technology

• Computational Storage

• Traditional vs Computational storage model

• What’s New

❑ Functional Verification

•    Challenges

•    Solution
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The Next Era of Storage Technology 
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Computational Storage 

• Exponential growth in data 

• Need for faster, efficient data processing 
solution

❑Solution 

• Replacing traditional NVMe SSDs with 
Computational Storage drive (CSDs)

• Integrates processing power directly into 
the storage device
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Traditional vs Computational Storage Model
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▪ Offloading host processing 

▪ Reduces data movement

▪ Improved Performance

▪ Lower latency

▪ Bandwidth efficiency

Benefits of Computational
Storage 



What’s New  

❑Command Sets

• Computational Program

• Subsystem Local Memory

❑Namespaces 

• Compute - resource on which program are stored and executed

• Memory  - resource on which I/O data for programs is stored
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What’s New  

❑Programs

• Functional pieces of code designed to 
accomplish a well-defined purpose

1. Downloadable

2. Device-defined

❑Memory Range Sets

• Collection of memory namespace ranges 

• Specific to a compute namespace
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Functional Verification

Challenges & Solution
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➢verifying that Computational Programs and SLM commands do not introduce protocol 
violations or unexpected behaviour 

Protocol Compliance

❑Independent Monitor
• Decodes all transport packets

• Watches complete address space

• Checks for any unnecessary/ unrelated transport packets 

• Can be plugged into existing test environment
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❑Independent Monitor

Protocol Compliance
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❑Exhaustive Protocol suite 

• Around 1100+ protocol checks 

• Around 100+ assertions based on Computational                      
Program and SLM command set

Protocol Compliance

Transaction 
Information

Time stamp, BDF

Debug IDSpecification details 
– version, section 
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➢directed testing – creating exhaustive test plans

➢stress testing – assessing system behaviour under high-load conditions

➢validating error detection and reporting across the computational storage, subsystem 
local memory

➢Handling concurrent operations between computational tasks and standard NVMe 
operations

Stimuli / Testing  
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❑Transport Independent Stimulus Library
• Around 800+ built-in sequences

❑Highly configurable command structure

❑Wide pool APIs to set/get command field

❑Randomization of Stimulus 

• corner cases and unexpected scenarios

❑Automating command creation

• Constraints, APIs

• minimized user input for stress-testing  

❑Error Injection

• Built-in error scenario sequences, Error structure ,Callbacks

Stimuli / Testing  
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❑Transaction mode

• blocking and non-blocking

• Simultaneous or sequential simulation of computational/SLM commands along 
with  NVM, ZNS and KV commands

Stimuli / Testing  
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➢validate that DUT functions correctly under all possible scenarios

• functional coverage, code coverage and assertion coverage

❑Comprehensive Coverage Plan

• All fields of Computational and SLM  Admin, I/O commands

• Crosses with possible status code types

• Each cover point has a corresponding test in compliance test suite

❑VIQ 

• Reduced coverage closure time – hole analysis, heatmaps, bin distribution

• Debugging tool – failure signature detection

Coverage
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Coverage
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GAP 
ANALYSIS

Coverage
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REGRESSION 
ANALYSIS

Coverage
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➢identifying, isolating, and fixing bugs in large design

➢hard to trace errors back to their source

❑ Transaction Logger

❑ Beat Logger 

Debugging
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❑Transaction Logger 

• Debug ID associated with each command

• Print frequently required characteristics of commands

Various decoded fields 
Command Specific : -
- PID, PIT, PTYPE, PSIZE … ,etc
Generic :-
- NSID, CID, PRP …,etc

Debugging
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❑ Beat Logger
• Correlate all transport transactions under single nvme_txn
• Highlights any unwanted address access

  

Debugging
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➢assessing the performance of NVMe operations and Computational/SLM 
operations when handled concurrently

❑ Performance Logger 

• Latency

• Throughput

• IOPS

Performance Assessment



©2024 Conference Concepts, Inc. 
All Rights Reserved

23

Performance Assessment



Thank You !

Visit us at booth #(Siemens) 

for more information
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