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Abstract

In this Professional Development Series session, you'll learn about 
key aspects of High Bandwidth Memory (HBM): What is HBM, a 
short history of HBM, why is HBM important right now, how Large 
Language Models (LLMs) and Generative AI are driving demand for 
HBM technology, comparison of HBM with other popular memory 
types (DDR, LPDDR and GDDR), a high level view of HBM 
architecture, PCB and package requirements to implement chips 
deploying HBM, a view of the market for HBM and the chips that 
use it, and a review of public information on the future 
development of high bandwidth memories.
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Brief Bio and Disclosures

• Past Endeavors:
• Group Director, Product Marketing, Cadence, 2017-2023
• Director, Product Marketing, Synopsys, 2012-2017
• Director, Product Management, Cadence, 2010-2012
• Director, Technical Marketing, Denali Software, Inc. 2003-2010
• Various roles including IP Procurement Manager, Motorola Semiconductor (SPS) 1993-2003

• Current Endeavors:
• VP Product, Cassia.ai
• Director, Strategic Alliances, Blue Cheetah
• Vice-Chair, non-public JEDEC Task Group
• Consultant, The Six Semiconductor
• Leading an undisclosed AI project as part of Marc Greenberg Consulting LLC
• Occasional advisor to investment firms etc
• I own stock in Cadence and Cassia.ai, and I own Marc Greenberg Consulting LLC

All material presented here is my own opinion and does not necessarily represent the position or opinion of 
any of my clients or any third party

All focused on 
Memory and Storage}
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Why are we here? 

AI         HBM     Chiplets
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AI 
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Where we were vs where we’re going

2011 Facebook
facial recognition
attempt

2024 OpenAI Sora show reel

https://youtu.be/2fAPgOCjToA?si=YtHCU1bytGEKhdwe

https://youtu.be/2fAPgOCjToA?si=YtHCU1bytGEKhdwe
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What is HBM used for? 

• L4 cache
(picture at right)

• Streaming buffer in 
networking 
applications

• AI Accelerator

Source: Bill Gervasi, an hour or two ago
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Introduction to AI chips   (more to come later)

• The chips that operate most of the big 
server-based AI hardware are giant math 
machines

• Parallelism, specialization and a shift in 
the types of AI that they run has enabled 
very large computing machines to be 
developed

https://images.nvidia.com/content/pdf/tesla/whitepaper/pascal-architecture-whitepaper.pdf
https://resources.nvidia.com/en-us-blackwell-architecture?ncid=no-ncid
https://www.flickr.com/photos/130561288@N04/albums/72177720295479734/with/51867067870 

NVIDIA Blackwell
2024
4nm
144 SM units
576 Tensor Cores
Dual-quad HBM3E
2500 TFLOPs (FP16)
700w TDP

NVIDIA P100
2016
16nm
60 SM units
Quad HBM2
21 TFLOPs (FP16)
700w TDP

https://images.nvidia.com/content/pdf/tesla/whitepaper/pascal-architecture-whitepaper.pdf
https://resources.nvidia.com/en-us-blackwell-architecture?ncid=no-ncid
https://www.flickr.com/photos/130561288@N04/albums/72177720295479734/with/51867067870
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The compute demand for AI is insatiable

https://epochai.org/blog/training-compute-of-frontier-ai-models-grows-by-4-5x-per-year
https://epochai.org/blog/trends-in-machine-learning-hardware

https://epochai.org/blog/training-compute-of-frontier-ai-models-grows-by-4-5x-per-year
https://epochai.org/blog/trends-in-machine-learning-hardware
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And it’s expensive

Tony Chan Carusone, Alphawave, Chiplet Summit Keynote 2024, 
https://epochai.org/blog/how-much-does-it-cost-to-train-frontier-ai-models
x.com
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But memory bandwidth and capacity are not 
keeping up

https://epochai.org/blog/trends-in-machine-learning-hardware

Note this is a 
GDDR6-based card. 
GPGPU vs Tensor is 

important.

Note this is a 
GDDR6-based card. 
GPGPU vs Tensor is 

important.

https://epochai.org/blog/trends-in-machine-learning-hardware
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Amdahl’s law

• Translation: If you 
increase the compute 
without increasing the 
memory bandwidth, 
then the theoretical 
speedup will be limited 
by the memory 
bandwidth

https://en.wikipedia.org/wiki/Amdahl%27s_law
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Generalized Neuron Behavior
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Systolic Arrays: The efficient heart of a TPU

• The generalized term “Systolic Array” is 
the technique used in almost all Tensor 
Processing units
• Google “TPU” 
• NVIDIA “Tensor Core” 

• contained within “Streaming Multiprocessors” - 
SM

• AMD CDNA “Matrix Cores” 
• contained within “Accelerator Complex Dies” – 

XCDs

• Tenstorrent “Tensix” Cores
• etc

Systolic arrays are not new… here’s one I 
worked on 30 years ago. 
The name “Systolic Array” was coined in 1979 
but a WWII code-breaking machine used the 
same technique
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Generalized Neural Network Behavior

• Arrange all the inputs and weights into a matrix, then multiply and 
accumulate the results using a systolic array
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Scalar, Vector, Matrix, Tensor

Scalar            Vector                              Matrix                                          Tensor  
0-way            1-way tensor                  2-way tensor                               3-way tensor                       4-way tensor
Character    Word                               Page                                             Book                                     Bookshelf 

5-way                                   6-way
Bookcase                             Library
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How matrix/tensor math is done by CPU

https://youtu.be/aMvCEEBIBto?si=2olAEufVXcVh8Kc1 

Tensor math

https://youtu.be/aMvCEEBIBto?si=2olAEufVXcVh8Kc1
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Vector math by GPU, Tensor math by TPU 

https://youtu.be/aWzxnj8JczM?si=ZVN9bGszp4HKf5Vd

Pascal = GPGPU doing vector 
math

Volta = GPGPU+Tensor unit, 
tensor unit doing math

Later animation is effect of 
multi-precision (for inference)
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Tensor Math (again)

• https://www.youtube.com/watch?v=yyR0ZoCeBO8 

https://www.youtube.com/watch?v=yyR0ZoCeBO8
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More TPU every generation

https://developer.nvidia.com/blog/nvidia-hopper-architecture-in-depth/
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The magic of the TPU
• Table 4 compares key features of TPU v3 and TPU 

v4. Manufactured in 7 nm instead of 16 nm, TPU v4 
has twice the matrix multipliers (enabled by the 
increased process density) and an 11% faster 
clock—this drives the 2.2X gain in peak 
performance. About 40% of the performance/Watt 
improvement was from technology and the rest 
was from design improvements (e.g., balancing the 
pipeline, implementing clock gating). The HBM 
memory bandwidth is 1.3x higher. 

https://arxiv.org/pdf/2304.01433 source: Google

https://arxiv.org/pdf/2304.01433
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A rapid shift in capability (NVIDIA 2022)

https://www.nextplatform.com/2022/05/09/how-much-of-a-premium-will-nvidia-charge-for-hopper-gpus/

As usual items in bold red italics are estimations by The Next Platform.

Introduction of 
TPU

Multiple X every generation

TPU with ~20X $/FLOPs/Watt 
compared to GPU opterations

TPU with >10x cost efficiency 
compared to GPU opterations
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And growing fast (Google TPU example)

As usual items in bold red italics are estimations by The Next Platform.
Inference-oriented TPUs removed for clarity

https://www.nextplatform.com/2024/06/10/lots-of-questions-on-googles-trillium-tpu-v6-a-few-answers/

https://www.nextplatform.com/wp-
content/uploads/2022/10/google-tpuv4-v3-
v2-chip-block-diagrams.jpg

Growing fast

16K

32K

64K

TPU 
Size

128K     Trillium (Nextplatform prediction)
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Generative AI is iterative

• To make things extra fun, LLMs are 
iterative

• Demonstrative example: 
• We’re going to make a children’s story 

about (subject 1) and (subject 2)

• Each of you is an LLM tasked with 
adding one word to the end of the 
story
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Section Summary

• The processors used in AI are powerful math machines

• Matrix Multiply-Accumulate (MAC) is the fastest growing part of most 
AI / ML Chip Architectures
• often doubling from generation to generation

• Dramatic increase in math capability drives increase in memory 
bandwidth demand

• Size of generative AI models and iteration drives increase in memory 
capacity

• HBM is today’s solution for solving memory bandwidth challenges
(at a cost, which we’ll talk about later)
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Shameless Plug

• I’m also VP Product for Cassia.ai

• We’ve constructed a TPU that is 33% smaller and improves TOPS/w by 
2.5x compared with traditional techniques by using our technology

• This could also mean 2.5x less power or 2.5x more TPU operations 
within the same power envelope

• Ask me later
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Chiplets
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The problems with really big monolithic chips

• Yield

• Reticle limit

• Thermal

• Scaling of different 
parts of the chip

• Cost per transistor

https://medium.com/@marcussl.chan/chiplets-why-it-can-solve-the-slowing-of-moores-law-651ed53f413d
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Chiplet Economy

https://www.club386.com/amd-radeon-rx-7900-xtx-review-rise-of-the-chiplets/
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Chiplet enables extreme integration

TSMC slide from IEDM conference foresees advancements in packaging technologies. (Image credit: TSMC)
Source: https://www.tomshardware.com/tech-industry/manufacturing/tsmc-charts-a-course-to-trillion-transistor-chips-eyes-monolithic-chips-with-200-
billion-transistors-built-on-1nm-node
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What is a chiplet?

ODSA Business Overview white paper - https://drive.google.com/file/d/1UmNyyciEF_OJZZ35HOeL5X3g-gmP33YZ/view
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What is a chiplet?

ODSA Business Overview white paper - https://drive.google.com/file/d/1UmNyyciEF_OJZZ35HOeL5X3g-gmP33YZ/view
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What is a chiplet?

ODSA Business Overview white paper - https://drive.google.com/file/d/1UmNyyciEF_OJZZ35HOeL5X3g-gmP33YZ/view
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There are many ways of doing chiplets

John Park, Cadence, EETimes Chiplet Conference 2024
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History of 2.5D/3D Stacked DRAMs

https://www.ieee-edps.com/archives/2012/c/1800greenberg.pdf

• First standards-based
DRAM on Logic Chip: 
Wioming using 1st gen 
WideIO

• WideIO Goal: Reduce 
power, increase 
performance, reduce PCB 
area

• What actually happened:
Package-on-package of 
LPDDRx 

Enough Talk! Practical Approaches to 3-D IC – TSV/Silicon Interposer and Wide I/O Implementation from People Who Have Been There and Done That, presented by Frank Lee of TSMC and 
Marc Greenberg of Cadence Design Systems – at 49th DAC, June 2012
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History of 2.5D/3D Stacked DRAMs

https://www.ieee-edps.com/archives/2012/c/1800greenberg.pdf

• First standards-based
DRAM on Logic Chip: 
Wioming using 1st gen 
WideIO

• WideIO Goal: Reduce 
power, increase 
performance, reduce PCB 
area

• What actually happened:
Package-on-package of 
LPDDRx 

Enough Talk! Practical Approaches to 3-D IC – TSV/Silicon Interposer and Wide I/O Implementation from People Who Have Been There and Done That, presented by Frank Lee of TSMC and 
Marc Greenberg of Cadence Design Systems – at 49th DAC, June 2012
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Why not just put the memory on top? 
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First HBM Chip: AMD Fiji (2014 production)

• 28nm

• 596mm2
• 1011mm2 interposer

• 4x HBM (1) 

• 512GB/s
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… and what it took to build it

• “>15 Prototypes over 8.5 years” starting ~2008

https://www.ectc.net/files/66/5/66thECTC_Panel_BlackAMD.pdf



©2024 Marc Greenberg Consulting, LLC 
All Rights Reserved

AMD continues in the chiplet direction

https://www.amd.com/en/technologies/cdna.html
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Mix and match, partitioning

https://www.club386.com/amd-instinct-mi300-architecture-speaks-to-massive-ai-performance/



©2024 Marc Greenberg Consulting, LLC 
All Rights Reserved

HBM Isn’t easy

https://www.tomshardware.com/

(provider)

(user)

(user)

(user)

Assumptions:
16,384 GPUs
6 HBM per GPU
8Gbps per pin
1024 pins per HBM
=8*10^17bps * 10800s
=1 error per 8.6*10^21 bits
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Gratuitous Die Photos
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HBM
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HBM Cross-section

https://en.wikichip.org/wiki/tsmc/cowos
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Some disassembled HBM photos

https://www.flickr.com/photos/130561288@N04/albums/72177720295479734/with/52207241684
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AMD MI300 Chiplet stackup

https://www.servethehome.com/amd-instinct-mi300x-gpu-and-mi300a-apus-launched-for-ai-era/amd-instinct-mi300-family-architecture-chip-stack/
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Fundamentals of HBM Operation

https://www.ece.mcmaster.ca/faculty/hassan/assets/publications/hbm_iccad2021.pdf
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HBM3 Banks and Channels/Pseudochannels

https://www.2cm.com.tw/2cm/zh-tw/tech/7C42130C5D1645C8884E53E62E27533E

• 8 DWORD channels for data 
• 128 bits wide, divided into 

2 64-bit Pseudochannels

• Total 1024 Data pins

• AWORD for 
Command/Address

• BL2

• 64 banks per channel
Massively Parallel Memory Architecture
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HBM3 RAS Features

• Parity

• Redundancy and remapping
• LANE_REPAIR

• SOFT_LANE_REPAIR

• HARD_LANE_REPAIR

• Loopback

• ECC / On-die ECC (Symbol based – SEV signal gives ECC status)
• Auto ECS

• Test (IEEE 1500)
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Summary Section
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Financial Math

• 2022 cost analysis

• HPC Data center cost
HBM vs DDR5

• A word on HBM 
Economics:
• If you assemble a 

module with HBM, 
the HBM inventory 
might be yours

https://www.prowesscorp.com/wp-content/uploads/2022/12/220126-Intel-HBM-Architecture-CPU-Revolutionizes-HPC-technical-research-study.pdf
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GDDR vs LPDDR vs HBM
Property HBM4 HBM3E HBM3 HBM2E GDDR7 GDDR6 LPDDR5X DDR5

Max capacity per 
stack, chip or module

36-64GB 36GB 24GB 16GB 3GB 2GB 16GB 2048GB 

Data Transfer Rate 6.4GT/s 8.8GT/s 6.4GT/s 3.6GT/s 32GT/s 24GT/s 9.6GT/s 8.4GT/s

Max stack 16 12 12 8 1* 1* 8 8-16

Interface Width 2048 1024 1024 1024 32 32 32-64 64

Signaling Undisclosed NRZ NRZ NRZ PAM3 NRZ NRZ NRZ

I/O Voltage 1.1v 1.1v 1.2v 1.2v 1.2-
1.35v

0.4v 1.1v

Bandwidth per stack, 
chip or module

1500-
2000GB/s

1200GB/s 819GB/s 406GB/s 128GB/s 96GB/s 77GB/s 67GB/s

Mostly derived from https://www.embedded.com/wp-content/uploads/sites/2/2024/01/memory-bandwidth-table-2023-002.jpg

* Designed for clamshell implementation on PCB generating a virtual 2-stack
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GPU memory mix

• Forecast rapid growth of 
HBM4

• Bit split evenly between 
GDDR and HBM

https://www.yolegroup.com/product/monitor/dram-market-monitor/



©2024 Marc Greenberg Consulting, LLC 
All Rights Reserved

Supply Challenges

https://wccftech.com/tsmc-entire-cowos-supply-reserved-by-nvidia-amd-until-2025/
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HBM market size

5% of bits shipped

15-20% of revenue
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IP Availability

Example: Cadence, used with permission

• IP availability 
generally in nodes 
from 7nm to =<3nm

• Multiple suppliers
• IP Vendors

• ASIC vendors
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HBM4

• Announced standard changes:

• 2x channels

• 24Gb and 32Gb die 
configurations

• 4, 8, 12, and 16 high TSV 
stacks

• speed pins up to 6.4Gbps 
with discussion ongoing for 
higher frequencies

https://www.jedec.org/news/pressreleases/jedec-approaches-finalization-hbm4-standard-eyes-future-innovations
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What could be in the future: different I/O 

https://www.nextplatform.com/2024/03/28/how-to-build-a-better-blackwell-gpu-than-nvidia-did/
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What could be in the future: PIM

https://www.pdl.cmu.edu/PDL-FTP/associated/asplos18-pim-final.pdf

https://hc34.hotchips.org/assets/program/posters/hc34.SKhynix.YongkeeKwon.v03.pdf

https://hc34.hotchips.org/assets/program/posters/hc34.SKhynix.YongkeeKwon.v03.pdf
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Summary

• HBM, Chiplet, AI technology are intrinsically linked

• A robust ecosystem for all the components is available

• A roadmap for higher levels of memory bandwidth is assured

• Questions? 
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