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What is SSDFS?

SSDFS is flash-friendly and ZNS natively compatible open-source Linux kernel-space file system

SMR HDDZNS SSD
NVMe SSD

eMMC

https://www.indiegogo.com/projects/ssdfs-zns-ssd-native-file-system/x/34131201#/
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What is the point of SSDFS?

https://www.indiegogo.com/projects/ssdfs-zns-ssd-native-file-system/x/34131201#/
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Decrease carbon footprint

Prolong SSD lifetime
Decrease number of write/read I/O requests
Eliminate GC activity
Store more data on the same device (increase compression ratio)

Decrease TCO cost
Decrease power consumption

Decrease carbon footprint
Support “green” economy
Save the planet

SSDFS can prolong SSD lifetime
2x - 10x for real-life use-cases

SSDFS is capable to generate smaller amount 
(1.5x - 20x) of write I/O requests comparing with 

other file systems.

Lifetime estimation Write I/O requests

https://www.indiegogo.com/projects/ssdfs-zns-ssd-native-file-system/x/34131201#/



Why yet another file system?
NILFS2
- in-place update superblocks
- COW policy (LFS)
- user-space GC
- snapshots

F2FS
- in-place update metadata area
- COW area
- kernel-space GC
- dual checkpoints
- transparent file compression
- file system level encryption

bcachefs
- Copy on write (COW) - like zfs or btrfs
- COW b-trees + journal
- Copying garbage collection
- Full data and metadata checksumming
- compression
- Multiple devices
- Replication + Erasure coding
- encryption
- snapshotsSSDFS

- Pure LFS (COW policy) + ZNS SSD ready
- compression + delta-encoding + compaction scheme
- migration scheme + migration stimulation + noGC overhead
- deduplication (not fully implemented)
- post-deduplication delta-compression (planned)
- prolong SSD lifetime
- snapshots (not fully implemented)
- recoverfs (reconstruct file system state -> heavily corrupted volume)
- employ parallelism of multiple NAND dies

reliability performance reliability + performance

1. prolong SSD lifetime

2. reliability

3. performance

SSDFS
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File systems landscape

Current issues:
• FTL GC responsibility (in-place update)
• FS GC overhead (LFS/COW file systems)
• Significant write amplification
• No ZNS/SMR native compatibility
• Retention issue (not efficient TRIM/discard policy)
• Significant read disturbance

FTL responsibility

Write amplification (estimation)
Read disturbance (estimation) Retention issue (estimation)

https://www.indiegogo.com/projects/ssdfs-zns-ssd-native-file-system/x/34131201#/
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SSDFS architecture (logical vs. physical view)

https://www.indiegogo.com/projects/ssdfs-zns-ssd-native-file-system/x/34131201#/
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SSDFS architecture (metadata)

https://www.indiegogo.com/projects/ssdfs-zns-ssd-native-file-system/x/34131201#/
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Current zones

https://www.indiegogo.com/projects/ssdfs-zns-ssd-native-file-system/x/34131201#/
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SSD lifetime (create + update + delete)

https://www.indiegogo.com/projects/ssdfs-zns-ssd-native-file-system/x/34131201#/
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SSD lifetime (create + update + delete)

https://www.indiegogo.com/projects/ssdfs-zns-ssd-native-file-system/x/34131201#/
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Write amplification (create + update + delete)

https://www.indiegogo.com/projects/ssdfs-zns-ssd-native-file-system/x/34131201#/
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Write amplification (create + update + delete)

https://www.indiegogo.com/projects/ssdfs-zns-ssd-native-file-system/x/34131201#/
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Payload (create + update + delete) - erase blocks

https://www.indiegogo.com/projects/ssdfs-zns-ssd-native-file-system/x/34131201#/
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Payload (create + update + delete) - erase blocks

https://www.indiegogo.com/projects/ssdfs-zns-ssd-native-file-system/x/34131201#/
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Read disturbance (create + update + delete)

https://www.indiegogo.com/projects/ssdfs-zns-ssd-native-file-system/x/34131201#/
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Current status

• Mount logic – stable
• Mapping table – stable
• Segment bitmap – stable
• Migration scheme – stable
• Inodes tree – stable
• Dentries tree – mostly stable
• Extents tree – not fully stable
• Xattrs tree – not fully stable
• Delta-encoding – not fully stable

• 8K/16K/32K logical block support – not stable
• Multiple erase blocks in segment – not stable
• Moving scheme – not stable

• Folio adoption - not fully implemented
• PEB inflation model – not fully implemented
• Deduplication – not fully implemented
• Snapshots – not fully implemented
• Recoverfs – not fully implemented

• Fsck – not implemented
• Post-deduplication delta-encoding – not implemented

SSDFS tools: https://github.com/dubeyko/ssdfs-tools.git
SSDFS driver: https://github.com/dubeyko/ssdfs-driver.git
Linux kernel with SSDFS support: https://github.com/dubeyko/linux.git

https://www.indiegogo.com/projects/ssdfs-zns-ssd-native-file-system/x/34131201#/

Support open-source project
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THANK YOU

QUESTIONS???

slava@dubeyko.com

https://www.indiegogo.com/projects/ssdfs-zns-ssd-native-file-system/x/34131201#/
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Testing use-cases
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Methodology


