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Growth of Data Led by AI/ML
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Emergence of CXL (Compute eXpress Link)
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CXL Fabric

Memory

1.1 Memory Expansion
• Both capacity and bandwidth
• Spec: 2019; Product: 2023
2.0 Memory Pooling
• Disaggregation and composability
• Elastic memory on-demand
• Spec: 2021; Product: 2024
3.0 Memory Sharing
• Cache coherence
• Switch cascading
• Spec: 2022; Product: 2026+



Emerging Products
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CXL 1.1 Local Memory Pool
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1. See Your Memory
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2. Local Memory Pooling



Performance with Automated Memory Tiering
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Target Availability 
in Q3 2023!
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3. Elastic Memory
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CXL 2.0 Memory Pool
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What Used To Be a Joke is Now Real
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Data Skew, Out-of-Memory, and Spill-to-Storage

MEMVERGE CONFIDENTIAL

Storage StorageStorage
Spill

Host1
Main Memory

Host2
Main Memory

Host3
Main Memory

14



Elastic Memory with CXL Pooling
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4. Project Gismo
(Global IO-free Shared Memory Object)



The I/O Wall in Distributed Applications
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CXL Makes Cross-Node Shared Memory Possible!
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• Multiple nodes have direct 
memory access to the same 
CXL memory region

• Cache Coherence is part of 
CXL 3.0 hardware 
specification

• Software cache coherence 
can be implemented on top of 
CXL 2.0 hardware

MEMVERGE CONFIDENTIAL
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Introducing Project Gismo 
Global I/O-free Shared Memory Objects
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Use Case 1: AI/ML 
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Baseline Ray Ray + Gismo
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Baseline Ray Ray + Gismo

Local Get 1GB object 0.4 sec 0.4 sec - CXL shared memory 
as fast as local memory

Remote Get 1GB object 2.7 sec 0.4 sec -  675% faster

Shuffle 50GB
4 nodes, each 4 cores,
128 GB object store

515 sec 185 sec - 280% faster

* Running in emulation environment 

Shuffle Benchmark  Results
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IO-free: Eliminates object 
serialization and transfers over 
network for remote object access
Zero Copy: No more duplicate 
object copies on different nodes
No Spilling: Reduces object 
spilling and data skewing with each 
node accessing memory pool

Benefits of Ray + Gismo
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5. Computing Cell



Post-Server Memory-Centric Infrastructure
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Collaboration with the CXL Ecosystem
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Joint Solution Announcement
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Joint Solution Announcement



Joint Solution Announcement
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MemVerge: Leading Big Memory Software Since 2017

Global Customers

Built World’s 1st Software-
Defined Memory Product

Memory Machine™

Raised ~$100M of Investment

Founders were creators 
of $B product lines
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Thank you
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