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Data Center Infrastructure Trend
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Compute

CPU bottleneck

In-house Al Chip
HW accelerator

Network

10G->100G->400G
High Perf. Network

Protocol
Hardware Offload
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Storage

OC, KVSSD, ZNS
Smart SSD

Computational SSD




Enterprise SSD Status & Trend
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Cloud Storage Pain Points

Performance

+ Log-on-log problem: FS, FTL
+ Heavy IO software stack
« SSD Garbage Collection

« Redundant Overprovision: FS, SSD OP

« Performance mismatch

Stability

+ End-to-End performance analysis & debug

« Long problem solve cycle with SSD vendors

Customization

« SGL, CMB, PMR
« ZNS small zone support
«  Workload specific optimization
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I Storage System

Storage Services Database Services
EBS | OSS | NAS NDB | ABS | KV
Distributed Storage System

Compute Services
Graph | ML | Stream




Storage System

Storage Services Database Services Compute Services
EBS | OSS | NAS NDB | ABS | KV Graph | ML | Stream

Distributed Storage System




HW-SW Co-Design Storage Engine

SW

\_

Append-only Data Model

~

Collaborative GC, wear leveling, data retention, etc..

NAND-Layout aware - 10 scheduling, QoS

J

ZNS Based Interface

Expose NAND layout
NAND management, CMB, PMR.
NAND event detection and monitoring




Software Architecture

User Space RocksDB

In-house Software
KV Store

Space Management

Block Manager 10 Scheduler

Wear Leveling Garbage Collection

User Space Driver

Kernel Space EXT4
Generic Block Layer

Block Device Driver

==

Device NVMe SSD

Block Manager IO Scheduler

Wear Leveling Garbage Collection

NAND Management

In-House SSD

NAND Management
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Space Management
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Software

Segment

Segment

Chunk

Chunk

Hardware
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Flash Superblock

Valid Invalid

Hole
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Flash Superblock

Chunk Logical address has three statuses:
1.Valid - contains valid data and occupies physical space
2.Invalid - contains invalid data and occupies physical space

3.Hole - does not occupy physical space -



Collaboratory Garbage Collection

Storage | | | | | |
Database

Compute L1 [ |

Services Valid
V A—/ RangeS
Invalid Ranges

\ /
N/

Distributed Storage System
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LBA Overwrite
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Payload Passthrough - CMB/PMR

PCIE INF

(sstran)

Data
Payload

PMR (Persistent Memory
Region), after transferring data
from NIF to CMB, chunk server
can Acknowledge application

Metadata

Data
Payload
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Cloud Storage Differential Requirements

LBA Overlap
Last LBA overwrite, reducing WA

High QD Write
Compare QD=1 Zone Write, higher throughput and IOPs

CMB

Hosts to use CMB, reducing PCle and DRAM BW

Persistent in-device storage

Copy Command

Batch Copy in GC, improving performance.

SGL
Zero copy through SGL, improving perf. and QoS.

RAID Ratio

Flexible Raid Configuration to save host space

Host-aware layout for better QoS

Logging

Host-aware logging and monitoring for system reliability

Simulator

Software stack verification and new functionality
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Potential Return Of Interests

Cloud-Native Database

Distributed Storage System

Storage Node

............

____________

— Collaborated GC
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NAND block

NAND block

NAND block

Elastic Block Storage

Distributed Storage System

U Storage Engine

Storage Node
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Collaborated GC

Blob
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NAND block

Usable space
Increase

30%+

Bandwidth Increase

33X+

Storage Cost

20%+
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