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Shortcomings?

Doesn’t Scale Well

Dependency on
Central Server

Doesn’t guarantee
constant time traffic
disruption



Problem in Distributed Cloud Storage Arch k.
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Traditional Two NAS nodes type: f:\zrlajgleoggf/z:olc\;:;taejs
Decentralized Cloud pummmd 1. Storage Node P

Architecture 2. Central Server Node of a File on distributed
network.

Problem: Doesn’t scale

, when number of nodes Central Server Node:
Solution:

Consi Hashi and files reaches Manages the meta-data
onsistent Hashing millions and billions, of Files.

respectively.

NAS: Network Attached Storage
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ldea in @ Nutshell

New Distributed
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Architecture
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ts n Server
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s, + A 16-node network which is (2%) node 4-bit
14 .2
= network.
K ! » 5 available IP addresses, which on hashing
o e . presents node 0, 3, 5, 9 and 13.
N Hash(88.16.84.240) = 5 D . .
1l Hash(98.172.212.92) = 9 | » Node IP address and file name will be
" e BB .' hashed using SHA-512.
®° . . .
°Q | » When a new file object comes into the
@ : network, it gets assigned one of these
. available IP address nodes.
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Initial Configuration
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Consistent Hashing
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Each Hash(file) will be stored in
the node with ID greater than or
equal to hash of file object.

Ex: Hash(file1) = 6, this file will
be stored in the node with ID
greater than equalto 6 i.e.
node 9 in the network.

File to Node Mapping
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Finger Table

Each available node in the network has
finger table which stores the information
about the successor nodes.

Each node N contains information about
successor node which succeeds node N
by (Zi + N) mod 2™, where 0 <i < m.
A node only stores routing information
about at most m nodes in the network,
because variable i is in the range of

0 to m.



Finger Table Reduce Search Time
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Without Finger Table
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With Finger Table



New Node Joins the Network M
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14

w7 Q2 5.8 = A new node with ID = 7 joins the

1,13 R network.

2@ « Only the successor node will reassign its
12 [ » files to newly added node.

1l T + In this case, successor node is ID = 9.

+ File with hash 6 will be reassigned to
g s node with ID = 7.

. ~ L s 4 Also, the successor of node 5 will be
changed from node 9 to newly added

o e node 7.
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14

w_ 2 w + A node with ID = 3 leaves the network.

11,13 L
; | IOE = Only the successor will be assigned all

13. files of the exit node.

D T =« In this case, successor node is [D = 5.
1 1/1: \ II

= All files of node 3 will be assigned to
10%.:""" : . 5 node 5.

+ Also, the successor of node 0 will be
T changed from node 3 to node 5.
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Consistent Hashing

Powering
Distributed Cloud
. Storage Architecture
Enables Inbuilt Load Balancing
Security
Enhance More Availability of
Accessibility the Nodes
Enhance Data Ensures Constant Time
Transfer Rates Traffic Disruption
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+ GQuarantees architecture scalability when number of Files and NAS Nodes reaches
billions and million, respectively.

+ Minimum disruption of existing file objects distributed across NAS nodes.

Typically, only one node’s file objects moved when new node joins or leaves the
network.

+ The ring structure ensures that the data is evenly distributed among the storage
nodes, as data items are placed on the nodes closest to their hash values. This
load balancing property enables efficient utilization of storage capacity across the
distributed cloud storage system.

+ Constant sized Finger Table enhance the searching time and accessibility.
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Thank You
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