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Crimson position in Ceph

APP

APP HOST/VM CLIENT
RBD CEPHFS
A reliable and fully- A POSIX-compliant
distributed block device, |distributed filo systom,
with a Linux kernel client |with a Linux kernel client
and support for FUSE
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Crimson OSD Software Stack

Classic OSD

Async OSD/PG
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Single-core thread model M
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dev dev

Core O Core 1 Coren

Initial implement, per thread per OSD o Run-to-completion model
Simple, needn’t cross-core communication for logic process

Performance is low since it is single core

No enough storage device to map each OSD

Osdmap size is enlarged since osd instance is bigger
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Ceph |0 placement
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https://www.jianshu.com/p/24f9d6bfe254
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Multicore threads model k.
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final implement,
multiple threads per
OSD based on seastar
sharded framework
need cross-core
communication
Performance is better
than single core since
use more cores for per
OSD

Each shard share one
device

Shard n SSD
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Multicore messenger workflow M
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OSD shard 0 OSD shard 1 OSD shard n

bubmit_to
socket, conng

Submit_to

socket

Core0 | socket | | Core n

Seastar Reactor

1 1
Os and hardware
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Client or OSD
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Multicore osd workflow F.
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seastore shard O seastore shard 1 seastore shard n

Msgr shard O Msgr shard 1 Msgr shard n

Core O Core 1 Coren

* According to pg to shard mapping, transfer request to another shard
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How global data sharing between shards

® Primary core update and notify others

OSDState:
Set_stopping
Set_active

seastar::shared_promis
e<> wait_for_active;

Core O
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ke_on_othe

OSDState:
Set_stopping
Set_active

seastar::shared_promis
e<> wait_for_active;

Core 1l

OSDState:
Set_stopping
Set_active

seastar::shared_promis
e<> wait_for_active;

Coren
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How global data sharing between shards M
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* Ask primary core to update and notify the others

3. Update remo

Core O Core 1l Coren
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FuturizedStore
Logical SeaStore
layer
Logieal bocks, OnodeManager OmapManager ObjectDataHandler
Physical TransactionManager
layer
el i Cache || Journal || LBAManager || BackrefManager || Cleaner || Root

Garbage cleaning,

Transaction conflicts, | -
Cache and Journaling, seastar fl'amewo rk
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Multicore Seastore workflow F.
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OSD shard O OSD shard 1 OSD shard n

S

superblock Shard O Shard n
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Thank you
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