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Standard PCle” Hierarchy Restriction

e Standard PCle hierarchy
is restrictive, making
scale out challenging
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Standard PCle”® Single Domain Restriction

* PCle is single domain FCles Switch Host 1
 Unused EPs are stranded TGP0 TGRUT sSD T

* Complicated, non-standard NT drivers

. . © i
required for sharing PCIe Switch

GPU GPU SSD

e Multi-function limitations

* All EP functions must belong to a PCle® Switch -
single Root Complex

 Underutilized EPs can’t be shared GPU SSD

E . |:| In use
|:| Unused
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Standard PCle® Routing Restrictions

Vi PO

* Limitation with standard PCle:
traffic must flow up through the
Root Complex to reach another
switch tree

* Loops and redundant paths are
not supported

* Tree structure for routing

* Performance on multicore
systems bottlenecked by UPI
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PCle® Fabrics for Scaling

. FW-Virtualized
* FW on each switch Host Domains  (* X

enumerates Eps with
address, ID from fabric
domain

* Host enumerates a
virtual EP, and G0 [ Gro [ S0

translations are applied
tO Mede/WrS \ PAX Fabric Domain Y
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PCle® Fabrics for Composability/Scaling

e Fabric routing is
proprietary, non-
hierarchal

e Fabric links are shared -
among hosts

* Embedded FW
virtualizes simple PCle
spec-compliant switch

.+ Fabric details S il —— !
abstracted

* EPs appear directly
connected to switch
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PCle® Fabrics for
Composability/Scaling

Embedded CPU handles
control plane

e Datais routed directly by
switch HW

Fabric can be managed via
PCle, TWI, UART, Ethernet or
FW SDK, MIPS

Fabric is managed through
simple Memory-Mapped
Procedure Call (MRPC)
interface (bindings, debug,
etc.)

Kernel driver and user-space

management tool provided
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PCle® Fabrics for
Composability/Scaling

* Host Domain
virtualization isolates
host from errors in
fabric (AER, DPC, etc.)

* Host only sees spec-
compliant hot-remove

e Simulated by fabric FW
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Dynamic Assignment of Pooled GPUs

A Computer Management

File Action View Help

e 2EmBHE 2

A Computer Management (Local §= PClBus Actions
i v [rj S’).rstem Tools ~ g3 PCl Express Root Complex , Bevie Wanaace
- (£} Task Scheduler i@ Advanced programmable interrupt controller
» [@] Event Viewer i1 Intel(R) C610 series/99 chipset SMBus Controller - 8D22 More Actions
2| Shared Folders E@ Intel(R) CH10 series/X99 chipset SPSR - 8D7C
—————————————————————————— & Local Users and Groups ' Intel(R} USBE 3.0 eXtensible Host Controller - 1.0 (Microsoft)
f.fgf] Performance E3 Intel(R) Xeon(R) E7 v3/Xeon(R) E5 v3/Core i7 Address Map VTd_Misc System Managen
A Device Manager £3 Intel(R) Xeon(R) E7 v3/Xeon(R) E5 v3/Core i7 DMA Channel 0 - 2F20
| v 3 Storage ¥ Intel(R) Xeon(R) E7 v3/Xeon(R) E3 v3/Core i7 DMA Channel 1 - 2F21
4 \Ea Windows Server Backup E= Intel(R) Xeon(R) E7 v3/Xeon(R) E5 v3/Core i7 DMA Channel 2 - 2F22
J w= Disk Management ¥3 Intel(R) Xeon(R) E7 v3/Xeon(R) E5 v3/Core i7 DMA Channel 3 - 2F23
:zf,; Services and Applications £3 Intel(R) Xeon(R) E7 v3/Xeon(R) E5 v3/Core i7 DMA Channel 4 - 2F24
§3 Intel(R) Xeon(R) E7 v3/Xeon(R) E3 v3/Core i7 DMA Channel 5 - 2F25
E3 Intel(R) Xeon(R) E7 v3/Xeon(R) E5 v3/Core i7 DMA Channel 6 - 2F26
¥3 Intel(R) Xeon(R) E7 v3/Xeon(R) E5 v3/Core i7 DMA Channel 7 - 2F27
§3 Intel(R) Xeon(R) E7 v3/Xeon(R) E5 v3/Core i7 Hot Plug - 2F29
§3 Intel(R) Xeon(R) E7 v3/Xeon(R) ES v3/Core i7 I/0 APIC - 2F2C
(3 §3 Intel(R) Xeon(R) E7 v3/Xeon(R) E5 v3/Core i7 RAS Control Status and Global Errors - 2F

i@ PCl Express Root Port
¥3 PCl Express Root Port
~ @ PCl Express Upstream Switch Port
~ @ PCl Express Downstream Switch Port
@ NVIDIA Tesla M40
~ @ PCl Express Downstream Switch Port
58 NVIDIA Tesla M40
~ @ PCl Express Downstream Switch Port
@ NVIDIA Tesla M40 24GB
~ @ PCl Express Downstream Switch Port
58 MVIDIA Tesla M40 24GE
¥3 PCl Express Downstream Switch Port

AII GPUS are assigned to bpclgﬂl:ecslsE;:zs;oD:wnstream Switch Port
Host 1 to increase
performance
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Dynamic Assignment of Pooled GPUs

* Host 1 workload completes, and GPUs ¢ Spare GPUs are assigned to Host 2
are released back into fabric pool

Fabric Domain

Fabric Domain

GPU

=
=

SSD

w3 M

w @

Windows Host Still Running During Dynamic

v [Og Display adapters
Reassignment

E ASPEED Graphics Family(WDDM)
Ii MVIDIA Tesla M4AD
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PCle® Fabrics for
Disaggregation/Sharing

* SR-IOV: EP appears
as multiple functions

* Fabric resources
assigned by function
to multiple hosts
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Virtual Configuration Space
— Presents a standard NVM for in-box drivers
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Multi-Host Sharing of NVMe®

* NVM VF Appears as a Standard NVM Device

I.|I ST, WTUTW arTu |::||:IIIIE LTTLT LT

v S Storage controllers
% Microsoft Storage Spaces Controller
S Standard NVM Express Controller
i Svstem devices

| \-02.0-[51-64]--+-[0000:54]---00.0 Samsung Electronics Co Ltd
NVMe SSD Controller PM173X

| +-[0000:53]---00.0 Samsung Electronics Co Ltd NVMe SSD
Controller PM173X
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PCle® Fabrics for Advanced Solutions

e Virtual Host Domain offers
complete control over
switch and EP attributes

[
* SDK allows customers to
modify EP CSR contents |
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(limited access), customize
bindings, implement
enclosure management N pSGEmlskemely J
application and more
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Using PCle® Fabrics to Push Disaggregation
and Composability

* Increased market demand for GPUs and NVMe® drives using PCle fabrics

* System designers need:
 Efficient resource deployment
* High BW, low latency interconnect
* Flexible, composable architectures

* Benefits of PCle fabrics with PAX:

* Scalable, low-latency, cost-effective

* Simple Management (PCle, UART, TWI, Ethernet)
* Multi-host sharing of SR-IOV NVMe devices

e Standard host drivers
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