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PCI Express® 7.0 Specification & Status

• What does Version 0.3 mean?
• The first review draft of the specification is complete and has received work group approval

• Feature Goals:
• Delivering 128 GT/s data rate and up to 

512 GB/s bi-directionally via x16 
configuration

• Utilizing PAM4 signaling
• Defining the channel parameters
• Continuing to deliver the low-latency and 

high-reliability targets 
• Improving power efficiency
• Maintaining backwards compatibility 

with all previous generations of PCIe 
technology
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PCIe 7.0 specification, version 0.3 is now live for PCI-SIG® 
members; The full PCIe® 7.0 specification is targeted for release in 
2025



PCI Express® 6.0 Specification & Status

• Key Features: 
• 64 GT/s raw data rate and up to 256 GB/s via x16 

configuration; doubles the bandwidth and power 
efficiency from PCIe 5.0 specification (32GT/s)

• Pulse Amplitude Modulation with 4 levels (PAM4) 
signaling and leverages existing PAM4 already available 
in the industry 

• Lightweight Forward Error Correct (FEC) and Cyclic 
Redundancy Check (CRC) mitigate the bit error rate 
increase associated with PAM4 signaling

• Flit (flow control unit) based encoding supports PAM4 
modulation and enables more than double the 
bandwidth gain 

• Updated Packet layout used in Flit Mode to provide 
additional functionality and simplify processing

• Maintains backward compatibility with all previous 
generations of PCIe architecture 

• Adoption:
• Various PCIe 6.0 specification enabled products 

available in the industry; visit our sponsors for more 
information

• Compliance Program Progress: 
• FYI Testing targeted for Q1 2024 
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PCIe® 6.0 specification was released to members on January 11, 2022



PCI-SIG® Specification Progress: 
At a Glance

• PCIe® specification release and compliance program tracking to 3 years

• Early products are available prior to compliance program dates, but 
product availability generally tracks with compliance program dates
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Handling Errors and Metrics Used 
for Evaluation
• Two mechanisms to correct errors
• Correction through FEC (Forward 

Error Correction)
• Latency and complexity increases 

exponentially with the number of 
Symbols corrected 

• Detection of errors by CRC => Link 
Level Retry (a strength of PCIe)

• Detection is linear: latency, 
complexity and bandwidth 
overheads

• Need a robust CRC to keep FIT << 1 
(FIT: Failure in Time – No of failures 
in 109 hours)

• Metrics: Prob of Retry (or b/w loss 
due to retry) and FIT 

• Need to use both means of 
correction to achieve:
• Low latency and complexity
• Retry probability at acceptable level 

(no noticeable performance impact)
• Low Bandwidth overhead due to FEC, 

CRC, and retry

• Need to keep FEC correction 
latency low (2ns) to meet the 
performance needs of 
Load/Store/IO
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Our Approach: Light-weight FEC and Retry

• Light-weight FEC, strong CRC, and 
keep the overall latency (including 
retry) really low so that the Ld/St 
applications do not suffer latency 
penalty

• We are better off retrying a packet 
with 10-6 (or 10-5) probability with 
a retry latency of 100ns vs having a 
FEC latency impact of 100ns with a 
much lower retry probability

• Low latency mechanism w/ FBER 
of 1E-6 to meet the metrics 
(latency, area, power, bandwidth
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Flit Encoding PCIe® 7.0 and 6.0 Specification: 
Low-latency w/ High Efficiency
• Flit (flow control unit) based: FEC needs fixed set of 

bytes 

• Correction in flit => CRC (detection) in flits => Retry 
at flit level 

• Lower data rates will also use the same flit once 
enabled

• Flit size: 256B 
• 236B TLP, 6B DLP, 8B CRC, 6B FEC 
• No Sync hdr, no Framing Token (TLP reformat), no 

T(DL)LP CRC 
• Improved bandwidth utilization due to overhead 

amortization
• Flit Latency: 2ns x16, 4ns x8, 8 ns x4, 16 ns x2, 32 ns x1
• Guaranteed Ack and credit exchange => low Latency, 

low storage

• Optimization: Retry error flit only with existing Go-
Back-N retry

• Low latency improves performance and reduces 
area
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PCIe® 7.0 and 6.0 Specification Flit Mode 
Bandwidth at 64.0 GT/s
• Bandwidth increase = 2X (BW efficiency 

of flit mode) / (BW efficiency in non-flit 
mode)

• Overall we see a >2X improvement in 
bandwidth (benefits most systems)
• Efficiency gain reduces as TLP size increases 
• Beyond 512 B (128 DW) payload goes 

below 1

• Bandwidth efficiency improvement in flit 
mode due to the amortization of  CRC, 
DLP, and ECC over a flit (8% overhead) –
works out better than sync hdr, DLLP, 
Framing Token per TLP, and 4B CRC per 
TLP overheads in PCIe 5.0

• Bandwidth Efficiency improvement 
causes > 2X bandwidth gain for up to 
512B Payload in 64.0 GT/s flit mode 
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Motivation for a New Low Power State
• Existing low-power states: L0s, L1, 

Dynamic Link Width (DLW), Speed 
Change
• Served well for the set of usages so far 

and will continue

• Increasingly there is demand for 
power consumption scaling with 
bandwidth usage without impacting 
traffic flow

• Solution: New state L0p – symmetric
• Maintain at least one active Lane – they 

continue to carry traffic. Link still carries 
traffic during L0p width transition 

• Expect L0p PHY power savings similar to 
turning off power for the idle Lanes

• L0p enables power consumption 
proportionate to bandwidth usage 
without interrupting traffic flow
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PCI-SIG® Roadmap
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PCIe® Architecture: 
One Interconnect – Infinite Opportunities
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PCIe® Technology Market Data Forecasted 
Through 2027

Key Highlights from the Report Developed by ABI Research:

• Automotive and network edge verticals offer the highest growth opportunities for PCIe technology, with 
total addressable market (TAM) compound annual growth rates (CAGRs) of 53% and 38

• High-performance applications such as data centers will contribute to sustained long-run demand for new 
PCIe generation deployment. Performance is not the only driver of PCIe technology adoption, as verticals 
increasingly look at power efficiency, security and “time-to-value” as crucial issues

• AI industry adoption will be high, as PCIe technology offers decision makers agility through forwards and 
backwards compatibility, improving time-to-value and lowering deployment risk

• PCIe technology will perform well in the mobile devices vertical, as the quick pace of market innovation will 
necessitate a discrete component interconnect

• The PCIe 6.0 specification low power feature (L0p) will be a major driver of deployment, as power efficiency 
becomes a central strategy for adopters with a closer focus on sustainability and lowering operational costs
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PCIe® Technology Market Forecast
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Q & A
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