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PCI Express® 7.0 Specification & Status

PCle 7.0 specification, version 0.3 is now live for PCI-SIG®

members; The full PCle® 7.0 specification is targeted for release in

2025

 What does Version 0.3 mean?
* The first review draft of the specification is complete and has received work group approval

* Feature Goals:

Delivering 128 GT/s data rate and up to
512 GB/s bi-directionally via x16
configuration

Utilizing PAM4 signaling
Defining the channel parameters

Continuing to deliver the low-latency and
high-reliability targets

Improving power efficiency

Maintaining backwards compatibility

with all previous generations of PCle
technology

PCle 7.0 (2025)
PCle 6.0 (2022)
PCle 5.0 (2019)
PCle 4.0 (2017)
PCle 3.0 (2010)
PCle 2.0 (2007)
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(*Flit Mode also enabled in other Data Rate with their respective encoding)



PCI Express® 6.0 Specification & Status M

Flash Memory Summit

PCle® 6.0 specification was released to members on January 11, 2022

e Key Features: * Adoption:
* 64 GT/srawdatarateand upto 256 GB/s viax16 * Various PCle 6.0 specification enabled products
configuration; doublesthe bandwidth and power availablein the industry; visit our sponsors for more
efficiency from PCle 5.0 specification (32GT/s) information

* Pulse Amplitude Modulation with 4 levels (PAM4)
signalingand leverages existing PAM4 already available
in theindustry

Liehtweicht F dErrorC ¢ (FEC) and Cycli  Compliance Program Progress:

* Lightweight Forward Error Correc and Cyclic . .

Redundancy Check (CRC) mitigate the bit error rate FYI Testing targeted for Q1 2024
increase associated with PAM4 signaling

* Flit (flow control unit) based encoding supports PAM4

modulation and enables more than double the
bandwidth gain

* Updated Packet layout usedin Flit Mode to provide
additional functionality and simplify processing

* Maintains backward compatibility with all previous
generations of PCle architecture



PCI-SIG® Specification Progress: F
At a Glance Flash Memory Sumi

* PCle® specification release and compliance program tracking to 3 years

e Early products are available prior to compliance program dates, but
product availability generally tracks with compliance program dates

PCle 4.0 October 2017 August 2019
PCle 5.0 March 2019 April 2022
PCle 6.0 January 2022 Est. March 2024

PCle 7.0 Est. for 2025 2027



Handling Errors and Metrics Used F
fOr Evaluatlon Flash Memory Summit

* Two mechanisms to correct errors * Metrics: Prob of Retry (or b/w loss
* Correction through FEC (Forward due to retry) and FIT

Error Correction) * Need to use both means of

* Latency and complexity increases correction to achieve:
exponentially with the number of * Low latency and complexity
Symbols corrected * Retry probability at acceptable level

_ . (no noticeable performance impact)

* Detection of errors by CRC => Link * Low Bandwidth overhead due to FEC,
Level Retry (a strength of PCle) CRC, and retry

* Detection is linear: latency, * Need to keep FEC correction
comRIexny and bandwidth latency low FZns) to meet the
overheads performance needs of

+ Need a robust CRCto keep FIT<<1 ~ Load/Store/IO
(FIT: Failure in Time — No of failures
in 109 hours)



Our Approach: Light-weight FEC and Retry M

Flash Memory Summit

* Light-weight FEC, strong CRC, and
keep the overall latency (including

Metrics vs raw burst error probability

retry) really low so that the Ld/St
applications do not suffer latency
penalty s o
* We are better off retrying a packet s
with 10-6 (or 10-5) probability with = 0 =
a retry latency of 100nsvs havinga  ° e
FEC latency impact of 100ns with a
much lower retry probability S
* Low latency mechanism w/ FBER T e
of 1E-6 to meet the metrics o At et S o) Aoty Pt (oo S o
(Iatency’ area’ power’ bandWidth Effective BER (Single Symbol Correct) — emmmmEffective BER (Double Symbol Correct)

FIT (Single Symbol Correct) e [T (Double Symbol Correct)



-lit Encoding PCle® 7.0 and 6.0 Specification: v
_ow-latency w/ High Efficiency Flash Memary Sumi

* Flit (flow control unit) based: FEC needs fixed set of X8 lanes o 1 2 3 4 S 6 7
bytes TLP Bytes '
. . . . . . (0-299)
e Correctionin flit => CRC (detection) in flits => Retry
at flit level

* Lower datarates will also use the same flit once
enabled

* Flitsize: 256B
« 236B TLP, 6B DLP, 8B CRC, 6B FEC

* No Sync hdr, no Framing Token (TLP reformat), no
T(DL)LP CRC

* Improved bandwidth utilization due to overhead
amortization

* Flit Latency: 2ns x16, 4ns x8, 8 ns x4, 16 ns x2, 32 ns x1
* GuaranteedAck and credit exchange =>low Latency,
low storage

* Optimization:Retry error flit only with existing Go-
Back-N retry

* Low latency improves performance and reduces
area

©2023 Flash Memory Summit. All Rights Reserved



PCle® 7.0 and 6.0 Specification Flit Mode F
Bandwidth at 64.0 GT/s Fosh Memory Summi

 Bandwidth increase = 2X (BW efficiency
of flit mode) / (BW efficiency in non-flit
mode)

* Overall we see a >2X improvement in
bandwidth (benefits most systems)

 Efficiency gain reduces as TLP size increases

* Beyond 512 B (128 DW) payload goes
below 1

* Bandwidth efficiency improvement in flit
mode due to the amortization of CRC,
DLP, and ECC over a flit (8% overhead) —
works out better than sync hdr, DLLP, |
Framing Token per TLP, and 4B CRC per 16 3 64
TLP overheads in PCle 5.0 L ey

* Bandwidth Efficiency improvement
causes > 2X bandwidth gain for up to
512B Payload in 64.0 GT/s flit mode

Bandwidth Scaling with PCle 6.0 at 64.0 GT/s over
PCle 5.0 at 32.0 GT/s w/ 2% DLLP overhead
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Motivation for a New Low Power State M

Flash Memory Summit

e Existing low-power states: LOs, L1, :
2 . . DSP_ Xl6link UsP
Dynamic Link Width (DLW), Speed )
Change LOp Support Query
» Served well for the set of usages so far -
and will continue oerreeeeneceo - (LOP Enabled)
] . LOp Requestx8
* Increasingly there is demand for —
Bower consumption scaling with [ lOpRequestack(p®)
andwidth usage without impacting I ———
traffIC ﬂOW “ _'[_Haﬁdshake: Lane 8-15 gcﬂelectrically idle while
: : ffic flows i -
e Solution: New state LOp — symmetric raffic flows in tanes 0-7)

* Maintain at least one _aCti\_/e La r]e - th.ey -------—----- (8 active lanes and 8 Lanes in El} -
continue to carry traffic. Link still carries | 10p Request x16 —
traffic during LOp width transition ———  Lop RequestAE——

* Expect LOp PHY power savings similar to
turning off power for the idle Lanes B ——

. «— —{HaTrdEﬁaRé:_LeTnE_B—_ﬁ_retrain while traffic flows |
* Lop ena.bles pOWGr COﬂS.Umptlon in Lanes 0-7;eventually Lanes 8-15 merge with
pr.oportlpnate to bandWId_th usage Lanes 0-7 to carry traffic)
without interrupting traffic flow |
soemsneeeaes ~---eeeeeee (16 active Lanes) -oo-ooeeeeeo

©2023 Flash Memory Summit. All Rights Reserved



PCI-SIG® Roadmap

©2023 Flash Memory Summit.
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PCle® Speeds/Feeds - Pick Your Bandwidth Flash Memory Summit

= Flexible to meet needs from handheld/client to server/HPC

= ~Max Total Bandwidth = Max RX bandwidth + Max TX bandwidth
= 35 Permutations yielding 11 unique bandwidth profiles

» Encoding overhead and header efficiency not included

Lanes
Specifications X1 x2

x4 x8 x16
25 GT/s (PCle1.x +) 500 MB/S 1GB/S 2 GB/S 4 GB/S 8 GB/S
5.0 GT/s (PCle 2.x +) 1GB/S 2 GB/S 4 GB/S 8 GB/S 16 GB/S
8.0 GT/s (PCle 3.x +) 2 GB/S 4 GB/S 8 GB/S 16 GB/S 32 GB/S

16.0 GT/s (PCle 4.x +) 4 GB/S 8 GB/S 16 GB/S 32 GB/S 64 GB/S
32,0 GT/s (PCle 5.x +) 8 GB/S 16 GB/S 32 GB/S 64 GB/S
64.0 GT/s (PCle 6.x +) 16 GB/S 32 GB/S 64 GB/S 256 GB/S

128.0 GT/s (PCle 7.x +) 32 GB/S 64 GB/S 256 GB/S 512 GB/S

+ = data rate supported by this and subsequent spec revisions.

©2023 Flash Memory Summit. All Rights Reserved 11



PCle® Architecture: F
One Interconnect — Infinite Opportunitigs /=

HPC / Cloud Data Center / Artificial Intelligence /
Enterprise Servers Machine Learning

o’ﬁ!}k&\o

=7

Automotive Internet of Things Military / Aerospace Storage
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PCle® Technology Market Data Forecasted F
Through 2027 Fosh Memry Sumi

Key Highlights from the Report Developed by ABI Research:

« Automotive and network edge verticals offer the highest growth opportunities for PCle technology, with
total addressable market (TAM) compound annual growth rates (CAGRs) of 53% and 38

* High-performance applicationssuch as data centers will contribute to sustained long-run demand for new
PCle generation deployment. Performance is not the only driver of PCle technology adoption, as verticals
increasingly look at power efficiency, security and “time-to-value” as crucial issues

* Alindustry adoption will be high, as PCle technology offers decision makers agility through forwards and
backwards compatibility,improving time-to-value and lowering deployment risk

* PCle technology will perform well in the mobile devices vertical, as the quick pace of market innovation will
necessitate a discrete component interconnect

* The PCle 6.0 specification low power feature (LOp) will be a major driver of deployment, as power efficiency
becomes a central strategy for adopters with a closer focus on sustainabilityand lowering operational costs



PCle® Technology Market Forecast

PCle® TECHNOLOGY IS THE BACKBONE OF NEW GROWTH.

PCle technology, the high-speed interconnect of choice, is EDGE SERVER
evolving across industry verticals and accelerating gchiggm)z:oao
advancement and breakthroughs. -

porg
ISIG

WWW.PCISIG.COM

PCle TECHNOLOGY MARKET:

14% Compound Annual
Growth Rate by 2027

ARTIFICIAL INTELLIGENCE:
22% CAGR BY 2030

ENTERPRISE DATA
CENTERS:
10% CAGR BY 2030

AND WEARABLES:

[ =]

=

MOBILE DEVICES =]
21% CAGR BY 2027 S
[

DATA FROM ABI RESEARCH
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