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Legal Disclaimers
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John von Neumann - The Princeton Architecture &

= The Ecosystem today, we have our friend J.v N.
- CPU/Memory/Storage

= The world is evolving and there is a need for compute in more available locations.
- Enter the world of "Accelerators” - SmartNIC, xPU, DPU, GPU, IPU

= These are great, but there is room for more!
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- History tells us this much...

4 N

.- v —

Y Ul  Storage
i

Memory

©2023, Solidigm. All rights reserved.




What has Changed? - DATA and Al

Why Now?

Storage is no longer ‘SLOW’

Memory is no longer ‘Gated’

Data Gravity, Data Size, Data Locality
Edge Data Explosion, Transport issue!

SNIA, NVMe, CXL, OCP, Others are
providing new guidance in new areas
of implementation

Key Benefits?

Faster, Fewer, Easier /O transfers

Reducing DRAM/Network tax with
new transports, solutions, products

Redeploy Primary CPU to High Value
Work, offer up new services to help

Improved Al performance due to
parallelism for certain workloads

Better scheduling of data Machine
Learning modeling and Al inferencing

New Standardized API & Programming Model
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Amdahl’'s Law

L Network Connection
“ e.g. Ethernet

CSA - Array

= |n Memory? Sure...

. . " Storage Target
- New areas of "Computational Memory

= |n Storage? Why Not... ngﬁsp

- Computational Storage Drives, Arrays JBOF - FPGA

= |n the Middle? Of Course...
- Computational Storage Processors
- SmartNIC, xPU...
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The "Official” Storage Hype Cycle - One Year later

Plateau willbe reached: () <2yrs.

Hype Cycle for Storage and Data Protection Technologies, 2022

O 2-5yrs,

® 5-10yrs. A >10yrs.

® Obsolete before plateau

Hype Cycle for Storage and Data Protection Technologies, 2023
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The Forefront of Change - DATA, DATA, DATA Z,

Volume of data/information created, captured, copied, and
consumed worldwide from 2010 to 2020, with forecasts
from 2021 to 2025

Source: Total data volume worldwide 2010-2025 | Statista
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Number of data centers worldwide in 2022, by country

U5

7 United States is about
” == 28x bigger than Germany
«  40x bigger than UK
= in size to China
opar

Source: Data centers worldwide by country 2022 | Statista



https://www.statista.com/statistics/1228433/data-centers-worldwide-by-country/
https://www.statista.com/statistics/871513/worldwide-data-created/

Workloads Abound for Al with a CSD

= Did you see the Demo in the booth?

- Data Integrity Solution on a Computational Storage Drive

= Many other workloads exist and support Al Growth

- Data locality often overlooked when deploying Al solutions
= Federated Machine Learning
= Inference
= Sorting, Matching, Searching

= Stay Tuned for more from NVMe, SNIA, OCP, and Solidigm

= Standards, Command Structures, Guidelines, Products
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