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Disclaimer F'

Flash Memory Summit

This presentation and/or accompanying oral statements by Samsung representatives collectively, the “Presentation” is intended to
provide information concerning the SSD and memory industry and Samsung Electronics Co., Ltd. and certain affiliates (collectively,
“Samsung”).While Samsung strives to provide information that is accurate and up-to-date, this Presentation may nonetheless

contain inaccuracies or omissions. As a consequence, Samsung does not in any way guarantee the accuracy or completeness of the
information provided in this Presentation.

This Presentation may include forward-looking statements, including, but not limited to, statements about any matter that is not a
historical fact; statements regarding Samsung’s intentions, beliefs or current expectations concerning, among other things, market
prospects, technological developments, growth, strategies, and the industry in which Samsung operates; and statements regarding
products or features that are still in development. By their nature, forward-looking statements involve risks and uncertainties,
because they relate to events and depend on circumstances that may or may not occur in the future. Samsung cautions you that
forward looking statements are not guarantees of future performance and that the actual developments of Samsung, the market, or
industry in which Samsung operates may differ materially from those made or suggested by the forward-looking statements in this

Presentation. In addition, even if such forward-looking statements are shown to be accurate, those developments may not be
indicative of developments in future periods.
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Introduction Fr)
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Objective:

» To meet with user sustained performance demand, identifying unintended performance bottlenecks during SSD evaluation
phase by analyzing huge set of performance/system log and metric is tedious.

» To automate the analysis we introduced powerful unsupervised machine learning mechanism for performance anomaly
detection, which helps us to identify unintended events during sustained performance evaluation.

» SSD performance anomaly is an unintended behaviour like huge drop in read/write or spike in latency or system resources
during course of usage.
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Key Challenges Fr
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SSD sustained performance evaluation key challenges:

>

>

>

Performance bottleneck identification on varying operating conditions without targeted QoS.

Maintain and perform real-time analysis of large set of data generated out of performance evaluation result and system logs.
Discovering and alerting anomalies using conventional methods by creating visualizations and dashboards can be challenging.
Alert based on static threshold require prior domain knowledge.

Real-time application workload performance evaluation without known access patterns

Defect triaging & classification

Derive use case out of anomalous behaviour for failure reproduction and future evaluation.

Automatic correlation between time series QoS data, defect history, system metric and debug log.
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Solution Overview Fr
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This solution introduces powerful unsupervised machine learning mechanism for performance anomaly detection, which
helps us to identify unintended events during sustained performance workload evaluation with automatic log correlation.

» Analytics Solution

v" Centralized live log stashing
v' Real-time performance analysis and trend

» Random Cut Forest(RCF) Based Unsupervised Learning Solution
v' Performance anomaly detection & alert through WebUI, e-Mail
» K-Nearest Neighbors(KNN) Based Supervised Learning Solution(Future Work)

» Defect Triaging & Classification
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Solution Architecture & Flow Diagram F
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* Performance Log Extraction, Transformation and Analysis using Elastic Stack

* RCF Machine learning methodology for performance anomaly detection
* Alerting on performance outliers detection
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OpenDistro Anomaly Detection Procedure

Create Detector

Add Feature To Detector

Observe Result

Setup Alert

Adjust Model
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e Define Data Source
e Define Data Filter for Exclusion List
e Configure Detector Operation for Detector Interval & Window Delay

e Add one or more field for anomaly
¢ Ex: IOPs, Latency, Throughput, CPU, Memory

e Live Anomaly Summary * Feature Break Down
e Anomaly History * Anomaly Occurrence

e Setup Email and Web Ul Alerts for detected anomalies

e Fine tune time interval to minimize any false positives
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Result — Live Anomaly Summary

U Displays live anomaly result across detectors for last 30 minutes along with bar representing anomaly grade with respect to each anomaly. qush Memory Summit

i i Live
Live anomalies IEZE ‘ View full screen ’

Live anomaly results across detectors for the last 30 minutes. The results refresh every 1 minute. For each detector, if an anomaly occurrence is detected at the end of the detector interval, you will

see a bar representing its anomaly grade.
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Result — Anomaly History

O Live anomaly result for Demo_|IOSTATS Performance_Anomaly_Detector Flash Memory Summit
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Result — Live Exploration Metrics
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Benefits Fr)
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» Minimize analysis time

» Performance anomaly detection with high accuracy

» Quick feedback on performance results

» Assist in performance anomaly triaging

» Reduce turn around time for Performance Qualification

» Derive anomalous performance use case
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THANK YOU
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