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FCM3 Small Medium Large
. 4.8TBu > 22TBe 9.6TBu > 28.8TBe 19.2TBu > 57.6TBe
Offerin g - PCle Gen3 PCle Gen3 PCle Gen4

FCM4 Coming Soon...

2.5” Dual ported
NVMe SSD
U.2 Form Factor

Encryption with
FIPS 140-3 L2
Certification in

progress
Used exclusively

In IBM Storage Best Price Point Best Value
Appliances

Enterprise Performance and Endurance with QLC since 2020
7 Year Endurance Guaranteed



FCM Computational Storage

« Cutting Edge AMD / Xilinx FPGAs with embedded, powerful
multi-core ARM processors

 Inline compression provides supreme system processing
offload and system memory offload

« TCG Opal, AES-256 Encryption

* FTL processing and metadata contained completely inside
FCM.

« Zero system resources needed!

» Application Process Units (APUs) and Programmable Logic
collect data for computation

» Real-time Processing Units (RPUs) analyze collected

FCM is positioned to lead and shape the evolution of
computational storage in All Flash Arrays and beyond...

Dual-core ARM
Cortex-A72 APU

Dual-core ARM
Cortex-R5 RPU
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Programmable
Logic (PL)



Hardware Compression M
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* Inline, At Speed, Hardware Compression Compress/Decompress Bandwidth

3500

» Shipping since 2017 in FlashSystems products

« Data is decompressed along side compression and checked bit by bit. Never any
corruption!

« Takes advantage of already existing LSA mapping

Decompression done in line with hardly any extra latency

Data protection (ECC) is implemented on top of compressed data.

« Allows garbage collection and other background data transactions to 1560
operate on compressed data

« Significant increase in appliance performance
» Significant reduction in appliance DRAM

« Compression and Decompression completely transparent above the Flash
module except for management of space

Hardware compression inside the SSD is still one of the best examples of
. Compress Decompress
Computational Storage! (MB/s) (MB/s)

m Small/Medium m Large/Xlarge
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CEPH 101

SERVER nodes run
CLIENT nodes run Object Storage
Block Device over s Daemon

. Distributed Architecture :".,\ iIbRADOS / 4, " /s

o
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e Unified — Block, File, Object gYe
- S AR

 Self Healing, Resilient ' |
* High Performance N .
* Open Source

e Cost Effective

* Integration and Ecosystem
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Compressible data

Logical space: Physical
22TB space: 9.6TB

Incompressible data

Logical

space: 22TB Physical space:

9.6TB
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Ceph plugin to handle hardware compression

Merged with Main Branch
17.2.4

~ 15 files got
modified across the
stack

Add Plugin to
Kernel Devices

Right
pability Set

New Device

Interface on top of
VDO

i N New Plugin
. TV
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6 Storage Nodes, 5 FCMs/Node, 2 Clients, 32 FIO threads reading from 32 Volumes

1000 12
446.2 10.76

240.5 242.8 10
9.33

100 8
373 43.0

A '%.49 °

79 4

klIOps
BW (GB/s)

10

1
randread 16k randwrite randread randwrite randrw 80/20 randrw 80/20
16k 256k 256k 16k 256k

mm klOps GiB/s

10



% X

>

N

harat Sukhwani, Sa




When you interact wit

N IBM, this serves as your

authorization to Flash Memory Summit or its
vendor to provide your contact information to IBM
in order for IBM to follow up on your interaction.

BM's use of your contact information is governed
oy the IBM Privacy Policy.



