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Off-load certain database processing tasks from CPU

x Significant changes to databases x Questionable ROI x Hardware vendor lock-in
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Innovate Database in Heterogeneous Computing Era m
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Eight Great Ideas in Computer Architecture (Patterson & Hennessy)

1.  Design for Moore’s Law

v

2. Use abstraction to simplify design |38 <2
£ ©S¢ abstraction o SImplily design = e < Computation offloading in

K= heterogenous computing
3. Make the common case fast 1

. |
<9,

COMMON CASE FAST

4. Performance via parallelism ‘. Breaks the principle of abstraction

5. Performance via pipelining  rrrariecism ; &

PIPELINING
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Innovate Database in Heterogeneous Computing Era m
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Off-load certain database processing tasks from CPU

‘ Innovate database in heterogeneous computing era without computation off-loading!
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Drop the Computation Off-loading Mindset! m
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Native in-storage functions
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) Compressioﬂ |

Data deduplication ) J Data transcoding & transformation]

\ )
s SSD Controller SoC Storage Media
v' 100% compliant with NVMe
Per-4KB
X compression TLC/QLC v’ Zero changes to I/O stack
| Agile FTL B g
i Per-4KB NAND Flash v" Transparently reduce cost &
decompression .
% \ ) improve I0PS

CSD with In-line Transparent Compression
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Where the Innovation Potential Come From? m

Flash Memory Summit
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Fixed-size
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Transparent compressmn

\ Virtually
_]‘ s | variable-size
Unnecessary to completely fill each block 1/0

4KB sector with user data Arbitrary data size
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Innovate Database over SSDs w/ Transparent Compression m
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HTAP (Hybrid Transactional/Analytical Processing)

Row-store (B+ tree) Column-store
I
Transactional I y s Analytical
. s | VS — .
processing - processing
Update/insert/delete Read/scan
p | ~ x Data freshness for AP workloads

Current practice Background x CPU & 1/0 usage of data conversion

Row-store
Column-store

5250 conversion

x Storage space amplification
-
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HTAP (Hybrid Transactional/Analytical Processing) m
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@ A single B+ tree for both TP and AP

High-performance AP over B+ tree @

Worse B+ treex amplification @

Large B+ tree page size + Intra-page 4KB-aligned column-store <

One B+ tree page (e.g., 128KB)
A

r v Per-page local log
\ J \ J
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Conclusion m
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CSD
“ Explicit Comxtion off-loading =—p Innovate database W|thout computation
off-loading

d Innovate database over 100% NVMe-compliant CSD with built-in transparent compression

d Asingle B+ tree to serve HTAP (hybrid transactional/analytical processing)

v' Most effective single data structure for HTAP enabled by CSD with built-in transparent compression
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