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Problem statement

When running and collecting workload traces of RocksDB, we sometimes see large latency spikes.
To debug this issue, we used FIO, which is relatively “simple tool” and we still see the latency spikes.

Is this the SSD misbehaving, or is it the system?

Real world application — RocksDB YCSB
— RocksDB is a storage focused NoSQL database maintained by Meta.

— After executing multiple runs of RocksDB YCSB read-heavy workload, started observing read latency of
113ms, expected was <5ms

Are these high latencies from the SSD or the system?

iIcron
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Why latency is critical for SSDs?

* Lower latency means faster access to data Input Output
* Impact the performance of applicationsand user 5} @I l@
experience. L MO
* The factors affecting the latency include various t w7
= — _ 1—3
hardware components, network stack, workload v . S

The time in between... 7/
- _—

characteristics, storage architecture, software stack.

Latency
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Synthetic workload - FIO

« Max latency of 18ms

* FIO job is stuck, because the core was busy with some other operation and not able to reach the completion
command

« Takeaway — Latency excursion is not a drive issue, but likely the behavior of layer above it
— Even “simple” tools like FIO can experience system effects that result in the reporting of high latencies

— Noise on the system can affect max latency reporting in FIO.
- QoS latencies out to 7x9’s look consistent

Micron | 4
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How was the latency measured?

BPF trace scripts

Bpftrace — tracing framework for Linux that allows
to trace and profile various aspects of the system
at runtime

Biosnoop — details for each disk I/O with latency
and look for time-ordered patterns

OCP Latency monitor

Micron Confidential

E # biosnoop
{ TIME (s)

! 0.000004001
.000178002
.001465001
.001588002
1 1.022346001
1 1.022568002
.023534000
.023585003
.003520000
.0035831001
.004034001
.004042000
.004204001

.044352002

=

O S U T e T S T A S

___________________________________

COoMM
supsrvise
supsrvise
supervise
supervise
supervise
supsrvise
supervise
supervise
xfsaild/mdo
xfsaild/md0
xfsaild/mdo
xfsaild/mdo0
kworker/0:3
supsrvise

PID DISK
1950 xvdal

1950 xvdal
1656 xvdal
1656 xvdal
1950 xvdal
1950 xvdal
1956 xvdal
1656 xvdal
456 x®vdc
456 xvdb
456 xvdb
456 xvdb
26040 =x=vdb
1950 xvdal

w
W

W

SECTOR

13052560
13052432
13052440
13115128
13115272
13188496
13188520
13189512
€2901512
629015132
62501520
€3542016
41550344
13152672

BYTES  LAT (ms)

409¢ 0.74
4096 0.61
4086 1.24
4096 1.09
4096 0.988
4096 0.93
4086 0.79
4096 0.60
8152 0.23
512 0.25
8152 0.35
4086 0.36
€5536 0.34
409¢ 0.65

__________________________________
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Experiment

* lostat - system input/output statistics for devices
and partitions

* Bus analyzer — Captures and analyzes the data
transmitted on PCle bus

» Individual transaction information — like
transaction type, address, data payload
= Shows the signal timings

Micron Confidential

r_latency fromiostat
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Transactions View & 4 v § @ E:’

‘Bnuk...|Duwn ‘Up ‘Age(us) ‘Pen..|Addr |LBA |Su.. |ExpectadE..‘Tag |Raquester ‘Cnmplﬂer |mmss.ms_us_r|sgs ‘ Delta Time ‘Purl ‘Ermrs!h‘
By
B
|Bnnkmark ‘mm:ss Me_US_Ng_pg ‘Derta'ﬁme ‘Summary ‘Errm&ﬂmmings ‘
9 10:18.056_479 303 4 Sub0Bel, S0Tsil = 0x00000082; []
a 00:18.056_479_443 3 Ack i
o 00:18.056_479 582 2 0.1328 MRA(32); Sub; Len = 0xd0;
9 00:18.056_479._717 8 0.1358 Ack
9 00:18.036_430_839 1 114212 SubC; Read; NSID = 0x00000001; LBA = 0x0277F723; NbBlocks = (
a 00:18.056_480_986_1 0.1470 Ack
a 00:18.056_549 4050 58,4190 Data; Len = 0x0200;
a 00:18.056_549 474 4 0.0894 Data(0x200; Len = 0x0200; B
- 00:18.056_549 543 7 0.0894 Data(0x400]; Len = 0x0200;
) 00:18.036_549_605_6 0.0820 Ack
a 00:18.056_549 619 2 0.0135 Data(0x600]; Len = 0x0200;
a 00:18.056_549 633 5 0.0894 Data(0x300]; Len = 0x0200;
) 00:18.036_549_638_6 0.0001 Ack
9 00:18.055_548 744 0 0.0355 Ack
a 00:18.056_549 757 8 0.0138 Data(0xA00); Len = 0x0200;
9 00:18.056_549_823 0 0.0852 Ack
a 00:18.055_549 827 2 0.0043 Data(0xC00}; Len = (x0200; E|
fnd
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Conclusion

» Latency between submission and completion on PCle link is not seen to be 100ms
 Latency monitor does not show high latencies either

« We can conclude that these high latencies are on the system stack
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References

« BPF Performance Tools (Book) (brendangregg.com)

* GitHub - brendangreqa/bpf-perf-tools-book: Official repository for the BPF Performance Tools book

* https://www.opencompute.orq/
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