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Big Data
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Flash Memory Summit

Massive growth of data-centric
technologies and applications

Memory bandwidth and density not
keeping up with increasing CPU core

count

Gap between CPU and memory
performance steadily increasing

Need a next gen interconnect for
memory bandwidth/density expansion,
heterogeneous computing and memory

disaggregation
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In the Era of Al & ML M

Swift increase in demand for memory capacity and performance Flash Memory Summit

Language Model Sizes to Dec 2022
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Flash Memory Summit

Balancing Application-Driven Resources

* Local orientation
* Application specific
* UCle

Applications Storage
Palette

* Scalable
* Tiered Performance
* Block/file/Object

* Persistence
* (XL Coherency
* Shared and Semantic
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Memory Hierarchy

Keep hot data close to CPU using data locality

Core

Cost,

Bandwidth Latency

Remote Storage

Hot
Cold

Memory Hierarchy Traditional Workload

F 3

Capacity
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Memory Hierarchy Disparity for Modern WOI'kIOCIdS“

Not all workloads exhibit the conventional pattern of data locality

Hot
\/
Remote Stor
cold

Capacity

Cost,
Bandwidth
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Memory Hierarchy Modern Workload
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New Memory Hierarchy M

Flash Memory Summit
Deeper and more efficient memory hierarchy to fill the performmance gap

Core Core
Banawidth Latency ' Banawidth _ Latency
_ CXL/DDR/HBM _
Remote Storage Remote Stor age
Capacity Capacity
Old Memory Hierarchy New Memory Hierarchy
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Data-Centric Computing Concept ™

Move the computation to the data for large datasets Flash Memory Summit

Data-Centric Computing

CPU Centric Computing

Cache Memory

BN Large data
B transfers
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Compute Near
the Data

(&)

Memory - Processing in Memory

Reduce data
transfers
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CPU NIC SO

CPU for
complex tasks

Reduce data
transfers
©)

Storage
In-Storage Computing
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Data-Centric Computing Concept M

Move the computation to the data for large datasets

Flash Memory Summit

Data-Centric Computing

CPU Centric Computing )
Cache Memory - Processing in Memory
Cache Memory Reduce data
transfers
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Data-Centric Computing Benefits

Power-optimized scalable processing for large data
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Scalable
Computing
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Challenges in Data-Centric Computing M

CPU Centric Computing
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API

Interface
Interference
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Compute
Near the Data

APP

Killer
Application

Flash Memory Summit

Data-Centric Computing

Ease of Use
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CXLTM Features - Summary Flash Memory Summit

=CXL consortium - open standard (non-proprietary)
=Regular specification updates (CXL 1.1, CXL 2.0, CXL 3.0)
=High speed, low latency interconnect

=PCle Physical layer (PCle 5.0, PCle 6.0)

=Supports various types of memories (volatile, non-volatile)
*CPU and CXL device memory coherency

=Supports switching (multi-level), memory pooling & sharing

=Direct peer-to-peer (P2P) communication

CXL Momentum
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PCle Card CXL Card
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PCle Connector

PCle
channel

Processor

Source: CXL™ Consortium
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CX LTM Intl‘Od u CtiOh Flash Memory Summit

Caching Devices /
Accelerators

t Processor t Processor t Processor

* CXLio * CXL.io * CXLio
* CXL.cache * CXL.cache * CXL.memory
* CXL.memory

Accelerators with Memory Memory Buffers

* PGAS NIC *GP GPU * Memory BW expansion
+ NIC atomics * Dense computation * Memory capacity expansion
« Storage class memory

Source: CXL™ Consortium

SAMSUNG



CXL™ : Targeting Usage Models

Type 1 Device
Caching Devices/Accelerators
Usages Protocols
- PGAS NIC - Cilin
« NIC atamics « CXLcache

Accelerator

Cache

=

CPU
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Flash Memory Summit

Us

Type 2 Device
Accelerators with Memory

ages Pratocols
GPU - CXLio

- FPGA « CXLcache
- Dense - CXLmemory
- Lomputation

[R—

Type 3 Device

Memory Buffers

Usages Protocols
- Mamory BW expansion - [ALin

« Memory capacity expansion « CXL.mem
AL

Memory
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CPU
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== DDR
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Memo
Controller
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Typical CXL Type 3 Device

CXL.io

A 4

CXL.mem

A

="

Byte addressable,
load store
transactions

CXL

Controller

k|
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Flash Memory Summit

o< o

2 8

| |

Host
CXL Links
CXL CXL CXL CXL

Memory Memory Memory Memory
Expander Expander Expander Expander

Memory attached to a CXL device is mapped coherently to the system address space

INNOVATE. GROW.
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CXL Type 3 Device - Memory Expansion [

Max. 8TB for 1CPU Max. 12TB for 1CPU
CPU CPU
\V
Primary DDR channels 7/ 8x 2DPC

8x 2DPC (DIM M/channels)f (DIMM/channels) f 4x CXL links A
DDRx 512GB DDRx 512GB Mem Ex 1TB |
DDRx 512GB DDRx 512GB Mem Ex 1TB -
DDRx 512GB DDRx 512GB Mem Ex 1TB
DDRx 512GB DDRx 512GB Mem Ex 1TB

CXL enables systems to significantly scale memory capacity and bandwidth
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Samsung Memory Expander

SPI

| PMICS®

Debug
Ports

E3.S Form Factor

* Bottom-side

A COLLABORATE. INNOVATE. GROW.
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Flash Memory Summit

sForm Factor — EDSFF (E3.S-2T)
sCXL 2.0 Support
sCXL Link Width - x8

=Media - DDR5

*Module Capacity — 128GB, 512 GB

sMaximum CXL Bandwidth — 32GB/s (unidirectional)
=Viral and Data Poisoning

=*Memory Error Injection

*Multi-symbol ECC, Media scrubbing

»Availability — Currently available for evaluation/testing

SAMSUNG



CXL Memory Device Types

Memory
Expander

CXL Type 3 device

CXL device with hiah
bandwidth and low latency
without a lona tail

Data path
mem

CXL

Memory

== COLLABORATE. INNOVATE. GROW.

R

Tiered Memory
Solution

CXL Tvpe 3 device

CXL device with . mem and .io
as active data path

Data path
mem .io

| |
CcXL

Memory

F.

Flash Memory Summit

Accelerator
Attached Solution

CXL Type 2/3 device

Accelerator with CXL
interface

Data path
cache . mem .o

CXL
Accelerator

Memory

SAMSUNG
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SMDK- Scalable Memory Development Kit [ s

» To enable main memory and CXL memory to work

Compatible [Iptimization together.
API AP
A"g:f:to ; S = Memory Zone — Distinguishes between native
|ntg||iggntTiEr]ng EI'IgiI'IE g a.tta.Ched DDR a.nd CXL memory
Memary Pool Mgmt = Memory Pool Management — Two pools of memory
oL appear as one to applications.
Normal ZONE CXL.Mem ZONE . L. . .
. o = Intelligent Tiering — Tier based on latency, capacity
= Compatible APIs and Optimization APIs.
Server Memory Expander
Main At c .
Board = Revision 1.4 of SMDK available on GitHub
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Flash Memory Summit

CXL™ Specification Overview

Not supported

v Supported
CXL 3.0 builds on CXL 2.0 features to further enhance composable disaggregated infrastructure support

Release date 2019 2020 2022
Max link rate 32GTs (PCle 5.0) 32GTs (PCle 5.0) 64GTs (PCle 6.0)
Flit 68 byte (up to 32 GTs) v v
Flit 256 byte (up to 64 GTs)
Type 1, Type 2 and Type 3 Devices

\

CXL3.0
Additions

Memory Pooling w/ MLDs

Global Persistent Flush CXL 2.0
CXL IDE Additions

Switching (Multi-level)
Multiple Type 1/Type 2 devices per root port
Memory sharing (256 byte flit)
Symmetric coherency (256 byte flit)

Direct memory access for peer-to-peer

v
v
v
v
v
v
Switching (Single-level) v T
v
v
v
v
v
v

Fabric capabilities (256 byte flit)
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CXL 2.0 vs 3.0 - Memory Pooling/Sharing KSRGS

CXL 2.0 Switch

D3
I
.
|
|
.
.
I
|

w

CXL 2.0 - Memory Pooling CXL 3.0 — Memory Pooling and Sharing
Multi Logical Devices (MLDs) - Finer Grain Memory allocation Memory sharing to improve memory utilization
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L—‘ Medium Memory
\ Nic J -. \ J

| |
Network Switch CXL Switch
| N (Multilevel)

DDR DDR DDR DDR
| | | |
DDR DDR DDR DDR

CXL Memory Usage: Capacity Expansion, BW Expansion, Tiered Memory, Memory Pooling/Sharing

Far Memory

S

J \. J

CXL Memory Applications: In-Memory Databases, HPC, Al Training/Inference, General Purpose Virtualization etc.
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Flash Memory Summit

CXL Memory Expansion, Switching, Pooling & Sharing

I~ -4 3 5 B E = = 3 o« o o 3 4
8 8 s 8 8 8 i 8 B 5 8 -
1 i 1 [ [ | [ 11 | [ | | . |
Host Host Host ® ¢ Host Host Host ®© ¢ o  Host
| I | | |
CXL Links » I
B CXL 3.0 Switch (Multilevel)
S He CXL Links
XL XL XL CXL CXL CXL * o CXL CXL CXL ) XL
M. M. M M Memory M M Memory
= Y E o .!VI emoer -!VI emoer Exp dor Exp i Expander Ex;::::ireyr Ex:::::!rzr Expander
CXL 1.1 — Direct Memory Expansion CXL 2.0 — Memory Pooling CXL 3.0 — Memory Pooling and Sharing
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CXL-based SSD with built-in DRAM

Built-in DRAM

* Processing Al and ML applications,
usually need relatively small-sized
data chunks

64 Bytes
128 Bytes

« Applications can write data to the

DRAM cache at DRAM speed
F4KE"
CXL Technology 1
Normal ' Small
+ Low latency enabled by CXL.memory S 1o
protocol
NAND Flash
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Sma" GraHUIarity Access Flash Memory Summit

, Min. 64-byte small data
[ ‘ access & transfers
64- byte I/O

DRAM cache
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Deep Learning
’i-ﬂ"fRecommendatlon Model
(DLRM)
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Dual Mode Support

Application

Load/store access
For memory-mapped files

File system-based access
supports legacy NVMe*

* PCle Gen5

)

Persistent Memory Mode

f . Metadata, low-latency 10, high
Appllcatlon -priority indexing / logging

o

Load/store access to DRAM
Persistency via flushes to NAND

SAMSUNG



Persistent Memory Mode Illustration

Flash Memory Summit
Power Supply ' /

Battery

-0

F Memory-Semantic SSD™ with Persistence Feature

NAND Flash
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Flash Memory Summit

Balancing Application-Driven Resources

* Local orientation
* Application specific
* UCle

CXL Foundation Storage

* Scalable
* Tiered Performance
* Block/file/Object

* Persistence
* (XL Coherency
* Shared and Semantic
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Summary

« CXL s the enabling foundation for:

— Application-oriented memory topologies
— Data-centric Computing

— Heterogeneous Compute
Challenges to exploit CXL-based architectures

Architectures that address CXL latencies by coupling to the application layer
Open source accelerator programming frameworks

Data-centric and heterogeneous computing adoption

— Workload validation and support
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Flash Memory Summit

Thank You
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