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Compute where the data Is M

Flash Memory Summit

" |ncrease value of data
* Avoid major data movements
= Efficiency

— Power

— Performance
— Cost

NVMe SSDs with flexible CPUs for data processing
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» Offloads program execution
from host to NVM subsystem

* Programs compute on data in
Subsystem Local Memory
(SLM)

* New command set (TP4131)
IS being developed to copy
data between

— SLM and host
— SLM and NVM namespaces
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Computational programs

M

Flash Memory Summit

» Standardized usage
— Called with parameters
— Runs to completion
— Orchestrated by host
= Operates only on data in SLM

= Hardware or Software

— HW accelerator
— FPGA
— CPU
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Device defined and downloadable programs

* Device defined programs
— Functionality defined by manufacturer
— Hardware or software

— Common functions: Encryption, |
compression

* Downloadable programs
— Loaded by the host

— Software running on CPU
- eBPF

— FPGA programs

NVM Namespace 100

0 Device defined programs

Programs

Compute Namespace 1

Subsystem Local
Memory NVM Namespaces

Compute Namespaces

NVME Controller
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Compute inside SSD

M
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» Computational storage drive

— Compute power vs cost
 FPGA
« Hardware accelerator
« CPU cores for compute
 Memory
* Niche applications vs General

purpose
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Flexible controller
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» Workload balancing

* Flexible CPU usage
= Storage vs Compute

» Background processing
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Types of offline compute operation
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= Deduplication e
- FI Iterl ng Bruce Wayne NY
. David Clapton CA
- Ag g re g atl O n Jennie Adams NY
= Classification Tom Johnsor v
Tony Stark TN

Filter
Name Street City State Email Ph.

Bruce Wayne NY
Jennie Adams NY
Tom Johnson NY
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Simple offline deduplication example
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Host
Read input @ Execute Execute
data from Read Program program
NS100 Success ID 1onCNS1 Success

Execute Execute
Program ID program
0 on CNS1 Success

s I
d

l Decrypt Program

O Deduplicate Program

Programs \
Program

Compute Namespace 1 input

Compute Namespaces

NVME Controller

O%Nhjkhp’98&gofgfooyfad *Aodjf98&07623i4
“piouY&*YOioiuly340@obdapdoi908akadsa”

3i0i1234///65751837%(/&gk)(/#mkOA90D8
.A9U13ipaoid98f7a80h1340ih098f9yasdklhp
0i1y34098hpoihas989701293ih4poih0f98yh
0ih1234p987yfpoiqyu098as76df0opaiuh90q
8re709870897098709187/()(%()=/%&&n%(
%)/(&)=

Four score and seven years ago our fathers

rrought forth on this continent, a new nation,

conceived in Liberty, and dedicated to the
proposition that all men are created equal.
Now we are engaged in a great civil war,

g whether that nation, or any nation so

ived and so dedicated, can long

e. We are met

Subsystem Local Memory

O%hjkhp 98&gofgfooyfad ~Aodjf98&07623i4
hpiouY&*YOioiuly340@baapdoi908akadsa”
88i0i1234///65751837%(/&gk)(/#mkOA90D8
A9U13ipaoid98f7a80h1340ih098f9yasdklhp
0i1y34098hpoihas989701293ih4poih0f98yh
0ih1234p987yfpoiqyu098as76df0opaiuh90q
8re709870897098709187/()(%()=/%&8&0%(
%)/(&)=

NVM Namespace 100

NVM Namespaces
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Flow steps
° Read encrypted data into SLM

e Execute Program ID 1 on CNS1

Execute Program ID 0 on CNS1

Repeat for next
block of data

YEARS OF
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Summary k.
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NVMe TP4091 computational programs command set is under development

Standardization can propel adoption — CS for the masses

Flexible implementation with CPUs — storage centric vs compute centric

Heavy duty computational storage via dedicated CSPs
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