
1 | ©2022 Flash Memory Summit. All Rights Reserved. 

Getting started with OMI:
Memory controller 
implementation example

Bruno Mesnet, IBM Client Engineering

OpenCAPI - OMI enablement Just Simple and Open



2 | ©2022 Flash Memory Summit. All Rights Reserved. 

Overview
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Memory in a server

The further away from the 
core, the longer it takes for 
data to be exchanged
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Size versus Bandwidth
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Go to… https://openmemoryinterface.org/

https://openmemoryinterface.org/
https://openmemoryinterface.org/wp-content/uploads/sites/2/2021/06/OMI_DL_PHY_Interface.pdf
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OMI Reference material (pdf)

https://github.com/OpenCAPI/omi_asic_device_reference_design

https://github.com/OpenCAPI/omi_asic_device_reference_design
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OMI Reference material (pdf)
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ASIC Device Block Diagram

• PHY: Alphawave

• OMI ASIC Device Reference Design 

• https://github.com/OpenCAPI/omi_asic_device_reference_design

• User logic + Memory Controller

• MMIO

• Write path (WDF)

• Read path (RDF)

• Scheduling (SRQ)

• Memory PHY: IP vendor

https://github.com/OpenCAPI/omi_asic_device_reference_design


10 | ©2022 Flash Memory Summit. All Rights Reserved. 

FPGA Device block diagram

• PHY: Xilinx tranceiver

• OMI FPGA Device Reference Design 

• https://github.com/OpenCAPI/omi_device_ice

• User logic

• MMIO

• Write path

• Read path

• Scheduling

• 2x Xilinx DDR4 memory controller

• 2x Xilinx DDR4 PHY

https://github.com/OpenCAPI/omi_device_ice
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FPGA Device (ICE) design features

• User logic interface TLX

• Supports mem_rd, mem_wr, partial mem_rd and partial mem_wr.
• Error reported on unsupported command.

• I2C and jtag control

• 133MHz clocking received from DDIMM connector

• Flow control: 

• Each memory port has 256 credits for Rd + 256 credits for Wr

• 4 credits for MMIO commands

• Address remapping to allow maximum performance at DDR4 interface

• 2x Xilinx DDR4 memory controller (x8 16Gb 1066MHz)

• 576bits per cycle at 1066MHz = 19GB/sec per port

• 2x Xilinx DDR4 PHY: frequency ratio between PHY and MC: 4:1
• Xilinx PHY performs memory programming and internal calibration – re-calibration on failure

• 32GB of memory space can be initialize to 0 or data equal to address
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ASIC FPGA differences

• OMI PHY Alphawave true PHY      Xilinx GTY transceiver

• Frequency ratio between PHY and DL: 16:1 64:1

• Internal logic clocking: 1.6GHz 400MHz

• Round trip latency over DDR4 RDIMM: < 10ns not representative

• FPGA logic example is functional but not latency optimized

• Memory controller calibration: FW Internal Microblaze

• Memory PHY IP vendor Xilinx DDR4 PHY

• Memory 4U 512GB 409GB/s per skt 32GB @19GB/s per port
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Conclusion

Just Simple and Open
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Questions
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Backup
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OMI Reference material (pdf)
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