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Flash Memory Summit

SCMs can be categorized into 2 types;

- Memory-type SCM (M-SCM) [1] and Storage-type SCM (S-SCM) [2]

A

Access speed Memory-type
SCM

Flash Memory Summit 2019
Santa Clara, CA

Storage-type SCM
NAND flash memory
e >

Capacity

[1] J. J. Kan et al., TED, vol. 64, no. 9, pp. 3639-3646, Sep. 2017.
[2] Intel Optain Technology, https://ark.intel.com/content/www/us/en/ark/products/97159/intel-
optane-ssd-dc-p4800x-series-1-5tb-1-2-height-pcie-x4-3d-xpoint.html

Storage Class Memories (SCMs)

M-SCM

S-SCM

Access unit

Sector
(512 Bytes)

. 100 ns / 1us/
Write/Read latency 100 ns 1 us
Bit cost
(TLC NAND flash = 1) 20 6
Endurance 10° 105
ReRAM
Candidates MRAM PRAM
3D XPoint




m Proposed Multi-SCM SSD [4]

Flash Memory Summit

« M-SCM is used as non-volatile (NV) cache of S-SCM

Host Host
1 All S-SCM SSD 1 Multi-SCM SSD |-
— SSDcontroller [/ Adding small SSD controller |/
Flash Translation Layer |« DRAM capacity of Flash Trans.lation Layer |« DRAM
-Wear-leveling Tables for M-SCM |- Wear-leveling| Tables for
- Address translation - Address translation -Address translation - Address translation
etc... -LRU -Data eviction algorithm | -LRU
*Wear-leveling etc... *Wear-leveling
! il
S-SCM M-SCM Evict | s-.SCM
(Storage) (NV-cache) |||le———— (Storage)
= Data copy '=
<Conventional all S-SCM SSD [3]> <Proposed Multi-SCM SSD [4]>
Flash Memory Summit 2019 [3] T. Onagi et al., JJAP, vol. 54, no. 4S, pp. 04DE04-1-04DE04-7, 2015.

Santa Clara, CA [4] R. Kinoshita et al., NVMTS, 2018, pp. 1-6. 5



m Purpose of This Work

Flash Memory Summit

v Optimal M-SCM capacity is determined by total SSD cost
and SSD performance

- Maximize performance/cost of Multi-SCM SSD

v Optimal wear-leveling is investigated to boost SSD performance

- Boost SSD performance without reducing endurance lifetime of
Multi-SCM SSD

Flash Memory Summit 2019
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m Data Management Algorithm

Flash Memory Summit

* Non-volatile Write-back (NV-WB) algorithm stores frequently
accessed data in M-SCM [5]

Write operation:

(i) Write request and update Data eviction operation:
least recently used (LRU) Write Remove data from M-SCM
table Request _ _ to S-SCM with LRU order
(i) Write completed message to ()] [(ii)) when M-SCM free space < 20%
host L ciall) g R
Read operation: LRU Table; — M'SC[\" « S'SE_'}“ Write back operation:
: S I evsvrirbodrit : — Write back data 0 M.SCM
0 fsadt;%?geSt and update Read (i) | (i) @] | i) when access count to
(i) Read completed message Request v v S-SCMreaches threshold

tohost el
l erte and read operation : Sector unit (512 Bytes)
' Data movement : Page unit (16 KBytes)

Flash Memory Summit 2019 [5] S. Okamoto et al., IMW, 2015, pp. 157-160.
Santa Clara, CA



m SSD Emulator [6]

Flash Memory Summit

« Transaction Level Modeling emulator is used to evaluate
SSD performance and endurance

Workload logs
i. e. MSR Cambridge

SSD emulator

SSD controller simulator

Device parameter
- Latency
- Capacity
- Voltage

T

Device simulator

M-SCM

|

S-SCM

Flash Memory Summit 2019
Santa Clara, CA

_/

Outpl.>

Simulation results

- SSD performance
(IOPS)

- Maximum W/E cycles

- Energy consumption

[6] H. Fuijii et al., VLSI Circuit Dig. Tech. Papers, 2012, pp. 134-135.

*IOPS : Input/output per
second




m Workloads [5, 7]

Flash Memory Summit

« For performance evaluation, 4 workloads are used

5100 Workload | Userdata size (GB) | Category

5 prxy 0 0.98 Write-hot

o 80 T hm_0 21.67 Write-cold

" 60 ﬁH ot prxg-(_1 4.51 Read-hot

g 40 proj_3 5.90 Read-cold
Cold

E 20 | @ ® Average access frequency :

o e -Average overwrite

g 0 _ h 1 _ = Total write data size / User data size

> prxy 0 hm_0 : prxy_1 proj_3 - Average read frequency

<

Write-intensive | Read-intensive

= Total read data size / User data size

OAverage overwrite BAverage read frequency @ Hot/Cold : Large/Small number of overwrite
or re-read requests

Flash Memory Summit 2019 [5] S. Okamoto et al., IMW, 2015, pp. 157-160.
Santa Clara, CA [7] MSR Cambridge, http://iota.snia/org/traces/388.
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m Performance and Cost Results for
Flash Memory Summit  |H O WOrkload (prxy_l)

* Accesses from host concentrate on small part of all LPA
— Small capacity of M-SCM improves SSD performance

-+ Normalized IOPS
= Normalized IOPS/cost

3.0
2.5 H134%
20 |
1.5 |
1.0 I AR .
0.5
0

= NN W

mo uno v o
Normalized IOPS/cost

All S-SCM

Normalized IOPS

IOPSIIcost

0 5 10 15 20
M-SCM capacity [%]
prxy_1 (read-hot workload)

Flash Memory Summit 2019
Santa Clara, CA

o O

> 2
% L L pre— ) SR 1.0%
%105 || Cumulative access |08 §
&, .|| ratiois almost full 0.6 8
@10°1' ") at 5% of LPA 04°
o 8
o 2
S 101 0.2 5
T 10 0.0
o 0 1.0 2.0 3.0 S

LPA ranked by access count [x106]©
(LPA : Logical page address)

12



m Performance and Cost Results for
Flash Memory Summit COld Workload (h m_O)

« All S-SCM SSD is suitable because access does not concenter

on particular addresses for cold workloads
-+ Normalized IOPS

-+ Normalized IOPS/cost = 1y 2

(7)) 2.0 20 o q:, _______________ 100
o +53% = 2109 "
15 | 9 1.5 2 @ 104 3—> 088
E 1.0 HEEE O 0000 1 1.0 % E 103 Accesses widely 10.6 §
= / " 8 @402} N distributedin SSD [g 4 o
€05 | AllS-SCM los S 8 5 S
5 g =10t 0.2
Z 0 : : . 0 = S10°L 0.0 g
2 ° o0 05 10 15 =

0 5 10 15 20
. LPA ranked by access count [x105]©
M-SCM capacity [%)] (LPA : Logical page address)
hm_0 (write-cold workload)

Flash Memory Summit 2019
Santa Clara, CA
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m Problem of Wear-leveling

Flash Memory Summit

« Data copy by wear-leveling decreases SSD performance

1 Invalid sector WIE cycle : overwrite count
[ valid sector C4 : Threshold for wear-leveling

I New data C.w (= 5) : Wear-leveling interval
( T T T T T T T \ Max. W/E cycles / IPaIgeIA T T T Copy data
Write request Z Cy Update C,,: C,, =15+ C,,, = 20 from Page A
toPageA | DR | to Page B
[T T 111 LT T 1] Degrade SSD
Check Max. W/E cycles Update WTE cycles of performance

in Page A / \ Page B

Flash Memory Summit 2019 [3] T. Onagi et al., JJAP, vol. 54, no. 4S, pp. 04DE04-1-04DE04-7, 2015.
Santa Clara, CA 15
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Wear-leveling Cases

« Wear-leveling is omitted from M-SCM or S-SCM

Flash Memory Summit 2019
Santa Clara, CA

Case M-SCM S-SCM
1 w/ wear-leveling | w/ wear-leveling
2 w/ wear-leveling | w/o wear-leveling
3 w/o wear-leveling | w/ wear-leveling
4 w/o wear-leveling | w/o wear-leveling
M-SCM S-SCM
Write/Read latency | 100 ns / 100 ns Tus/1us
Capacity 5% of _ SSD capacity-—
SSD capacity | M-SCM capacity
Endurance 10° 10°
Default C,,,

16



m Performance Results

Flash Memory Summit

e Case 4 achieves best SSD performance
« However, Case 4 is not realistic for SSD endurance lifetime

1.5
g +28.2% +13.1% +10.7%
o y 4
= 1.0 7
o é
N ,4
= 0.5 g
2 0 '

<Wear-leveling Cases>

prxy 0 hm_0 prxy_1 proj_3

(") (e X

BMCase1 BACase 2 @Case 3 0Case 4

Flash Memory Summit 2019
Santa Clara, CA

I

Read-)
cold

Case M-SCM S-SCM
1 w/ wear- w/ wear-
leveling leveling

2 w/ wear- w/o wear-
leveling leveling

3 w/o wear- w/ wear-
leveling leveling

4 w/o wear- w/o wear-
leveling leveling

17
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m Difference of Endurance Limits
flesh Memory Sonmit - petween M-SCM and S-SCM

When Max. write/erase cycles of M-SCM or S-SCM reach endurance
limit, SSD cannot be used

- M-SCM endurance limit : 10° cycles
- S-SCM endurance limit : 10° cycles

7] 7]
<@ . Endurance o o Endurance
%10 .............................. ||mit°fM-SCM %10 .......................... IimitofM-SCM
g- PP _Endurance -E AL _Endurance
> I limit of S-SCM > I limit of S-SCM
= 10° < 100
M-SCM S-SCM M-SCM S-SCM
Still usable for M-SCM Ideal condition: Both SCMs reach
but not for Multi-SCM SSD their limits simultaneously

Flash Memory Summit 2019
Santa Clara, CA 19
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s Mo S Endurance Limits for M-SCM

« Maximum W/E cycles of M-SCM when Max. W/E cycles of S-SCM
exceed endurance limit and S-SCM no longer works

En;iurance limit of M-SCM <Wear-leveling Cases>

S 400 | Case | M-SCM S-SCM
% 1 w/ wear- w/ wear-
5*21 05| leveling leveling
L 8 w/ wear- w/o wear-
S 103 2 levelin levelin
== 2 2
. 0 3 w/o wear- w/ wear-
¢>§ 10 leveling leveling
= prxy_ 0 hm_0 prxy_1 proj_3 4 w/o wear- w/o wear-
(Write-) (Write-)( Read-)( Read-) leveling leveling
hot cold hot cold

Case of closest to M-SCM limit and
mCase 1BCase 20Case J0Case4 | . i tor most workloads
Flash Memory Summit 2019

Santa Clara, CA 20




k.

s Mo S Endurance Limits for M-SCM

« Maximum W/E cycles of M-SCM when Max. W/E cycles of S-SCM
exceed endurance limit and S-SCM no longer works

En;iurance limit of M-SCM <Wear-leveling Cases>

S 400 | Case | M-SCM S-SCM
% 1 w/ wear- w/ wear-
5*21 05| leveling leveling
L 8 w/ wear- w/o wear-
S 103 2 levelin levelin
== 9 J
. 0 3 w/o wear- w/ wear-
¢>§ 10 leveling leveling
= prxy_ 0 hm_0 prxy_1 proj_3 4 w/o wear- w/o wear-
(Write-) (Write-)( Read-)( Read-) leveling leveling
hot cold hot cold

mCase 1 @Case 2 OCase 3|0Case 4|

Flash Memory Summit 2019
Santa Clara, CA

Best Case for prxy 1
but over M-SCM endurance limit
m) \Weak wear-leveling




m Weak Wear-leveling

Flash Memory Summit

« To enhance system performance, wear-leveling frequency is
decreased (Default C, is setto 5)

C,,=5 C,.,=1000 C,. : Wear-leveling interval
AN ANANANANE | 1 |
WIE cycles of cells WIE cycles of cells
With small C,,, —<lli— with large C,,
Frequently wear-leveling Infrequently wear-leveling
= Strong wear-leveling = Weak wear-leveling
-Higher endurance reliability *Lower endurance reliability
-Lower performance -Higher performance

Flash Memory Summit 2019 )
Santa Clara, CA [2] T. Onagi et al., JJAP, vol. 54, no. 4S, pp. 04DE04-1-04DE04-7, 2015. 29



m Weak Wear-leveling for prxy 1

Flash Memory Summit

* Infrequently wear-leveling with large interval is applied for M-SCM

= v 1 Case 4
8 1010 Y- 1.2
v 109 n
= 108 1.0 a
u— (@]
O, 6 0.8
-0~ Max. WIE cycle 010° Fease 2 06 9
- Normalized IOPS %104 I _ l =
C.. : Wear-leveling interval | The best pointof —: 1 0.4 2
-3—1 21 wear-leveling interval: 02 5
. : P4
é 100 1 1 1 1 i 0.0
= 10° 10" 102 10 104 105 10°
C,,of M-SCM
Strong Wear-leveling Weak

Flash Memory Summit 2019
Santa Clara, CA
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m Conclusion

Flash Memory Summit

« Small capacity of M-SCM enhances SSD performance efficiently
for hot workloads
« Wear-leveling is not needed to high endurance M-SCM for most

workloads
prxy_0 hm_0 prxy_1 proj_3
(Write-hot) (Write-cold) (Read-hot) (Read-cold)
Optimal
M-SCM capacity 8% 10% 5% M-SCM is not
(IOPS improvement (+104%) (+36%) (+134%) needed
from all S-SCM SSD)
Obtimal Only M-SCM
wear‘-)levelin Only S-SCM Only S-SCM with weak Only S-SCM
(I0PS im rovenf’ent) (+14%) (+7.6%) wear-leveling (+0.6%)
P (+10.7%)

Flash Memory Summit 2019
Santa Clara, CA
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Thank you for kind attention

This work is based on results from a project
commissioned by the New Energy and Industrial
Technology Development Organization (NEDO)

Flash Memory Summit 2019
Santa Clara, CA 26
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m Wear-leveling

Flash Memory Summit

« To extend endurance lifetime of SSD, wear-leveling technique is
applied to SCMs

« Data copy by wear-leveling decreases SSD performance

w/o wear-leveling w/ wear-leveling
Smooth I p
«High performance WIE cycles *Low performance
-Large maximum due to datf?\ copy
WIE cycles * Small maximum
. WIE cycles

Low [N High
Write/Erase (W/E) cycles

Flash Memory Summit 2019 [2] T. Onagi et al., JJAP, vol. 54, no. 4S, pp. 04DE04-1-04DE04-7, 2015.
Santa Clara, CA 28



m Problem of Wear-leveling

Flash Memory Summit

« Data movement by wear-leveling decreases SSD performance

1 Invalid sector WIE cycle : overwrite count
[ valid sector C4 : Threshold for wear-leveling
I New data C.w (= 5) : Wear-leveling interval

Copy data

Page A
(llllllll\Max.W/Ecyclesrl T T T T

: =C
Write request = th Update C,,: C,, =15 20 frton'I!-’PageBA
toPageA | DN | ... o Fage
Page A C,, =15 Page B <L
[T [ [ [] L1 [ 1 111 Degrade SSD
Y Y
Check Max. WIE cycles Update W/E cycles of performance

in Page A / \ Page B

Flash Memory Summit 2019 [2] T. Onagi et al., JJAP, vol. 54, no. 4S, pp. 04DE04-1-04DE04-7, 2015.
Santa Clara, CA 29



