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Fla;‘\JiMé?fﬁorY At the Intersection of High Velocity & Big Data

High-Velocity Data Big Data

* Real-Time * Batch Process

* Performance & Volume Challenges * Volume Challenge
* Use Cases: Operations & Analytics * Use Case: Analytics

Flash Memory Summit 2016 Source: ScaleDB
Santa Clara, CA
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.. need to get more business value out
of my datacenter [CIO]

..the questions are getting more complex and

the answers have to be there immediately

_ [Data Scientist]
Flash Memory Summit 2016
Santa Clara, CA
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“Identify full-length transcripts
using 2"9 and 3" generation
sequencing in bone marrow
cell populations”

Cancer Center project
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=2l NVM EXPRESS

NVM Expross over Fatrics 1.0

) EXPRESS. )G

NVM Express over Fabrics
Revision 1.0
June 5, 2016

Please sand camments o fo@mmespress oy
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NVM Express® over Fabrics Specification Released

nacnement Interface Snecification len Publicheo

WAKEFIELD, Mass. — June 9, 2016 — NVM Express, Inc., the organization that developed the NVM Express® specification for
accessing solid-state storage technologies on a PCI Express (PCle) bus, today announced the release of its NVM Express over
Fabrics specification for accessing storage devices and systems over Ethernet, Fibre Channel, InfiniBand™ | and other network fabrics
NVM Express, Inc. has also recently published Version 1.0 of the NVM Express Management Interface specification

The NVM Express over Fabrics specification extends the benefits of NVM Express beyond rack-scale architectures to datacenter-wide
Fabric architectur more appropriate

ranusnoroif - ...€Xtends the benefits of NVM Express
sorace ecnoe] 0€YONd rack-scale architectures to s culling-edge
swpicatons NI datacenter-wide Fabric architectures ction of 0 stack

overheads. NVM¢ led hosts can

supporting thousands of solid state devices...” |, ..c<ome

technologies is fully unlocked, and that the network itself is not a bottleneck

access NVNMe-en
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Applications || Applications || Applications

t File System

Block Storage Device Interface

L LINUX or Windows OS

Industry Standard Server

\ NVME SSDs

Flash Memory Summit 2016
Santa Clara, CA

v Industry standard interface
(Multiple sources)

v' Great |O performance
X Fixed storage per server
X SW RAID required for large volumes



rlasJ-Memory NVMf Remote SSD model

Applications || Applications || Applications

File System

l

Block Storage Device Interface

NVMf Driver

L LINUX or Windows OS

Industry Standard Server

nﬁ

RDMA NIC

Flash Memory Summit 2016
Santa Clara, CA

NVM(f Target

. NVMESSDs  RDMANIC
NVMf Storage Array
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rlasJ-Memory NVMf Benefits

NN X N XX

Industry standard interface (Multiple sources)
Unlimited storage per server

Scale storage independent of servers
Efficient shared storage
HA is straightforward

Greater |0 performance s "0 §§ iZ

Compute servers Storage Fabric NVMf Arrays

I

II

Flash Memory Summit 2016
Santa Clara, CA 11



'/~ Typical SSD Latency (Reads)
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Latency vs IOPs
Industry leading SSD

Flash Memory Summit 2016
Santa Clara, CA

_ocal SSD vs NVMf Array (Reads)

Latency vs IOPs
4KB Rand Reads

/| (NVMf Array)

Latency vs IOPs
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Source: Mangstor labs. Array data using (4) MX6300 SSDs and (2) Dual-port Mellanox
Connect-X4™ 40Gb RoCE NICs connected thru Mellanox MSX1012 switch
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rlasnMemory NVMTf is the new FAST

10,000

1,000

Latency (uS)
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10

Flash Memory Summit 2016
Santa Clara, CA

Typical 2U FC All-Flash-Array
With (4) 16Gb FC ports

-  ee—

Higher Bandwidth
Lower Latency

Mangstor 2U NVMf Array
With (4) Mellanox 40Gb ports

Bandwidth (GB/s)
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...lightning fast query results with
bigger databases

...get more work done with fewer
compute resources

...keep up with fast influx of data and
analyze it at the same time

Flash Memory Summit
Santa Clara, CA 15
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Storage Tiers

SSDs » NVMe SSDs
FC/iSCSIAFAs------------ > NVMf Arrays
SSDs /HDDs  ------------- » SSDs
SAN Arrays (Hybrid) -------- »> (AFA)
SAN Arrays (HDDs) -------- » (Hybrid)

Bulk storage
...HDDs
...Tape

R ...Optical

Flash Memory Summit 2016

Santa Clara, CA

Higher Capacity
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rasnMemory NVMT is ideal for:

HPC Applications:

Aerospace Automotive

Database Applications

Online Shopping

Online Shop Analysis

Flash Memory Summit 2016
Santa Clara, CA

Oil & Gas

Life Sciences

Gov't Applications

Data Warehouse

Data Mining

Military & Defense

18
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Figure 1. Hype Cycle for Storage Technologies, 2016

Hype Cycle for Storage Technologies, 2016

NVMe... has gone through the

expectations trough, and is now working its
Informatior}"I [::?igﬁr?sl Integrated Systems: Hyperconvergence Way out. .. 2_5 years before th e

Copy Data Management
Open-Source Storage

Infrastructure SDS
Solid-State DIMMs

Data Backup Tools for Mobile Devices O

Integrated Backup Appliances
File Analysis

NVMe SSDs

plateau, probably closer to 5.
Gartner, August 2016

| O

Management SDS

joud Data Bad|

External Storage Virtualization
Continuous Data Protection

Network-Based Replication Appliances
Data Deduplication

!
Shared Accelerated Storage

113 NVMf”

Enterprise Information Archiving
Automatic Storage Tiering

Solid-State Arrays
Storage Multitenancy
SaaS Archiving of Messaging Data

Enterprise Endpoint
Backup

Hybrid DIMMs
Virtual Machine Backup

Online Data Compression

and Recovery
Cloud Storage Gateway

Flash Memory Summit 2016
Santa Clara, CA

Public Cloud Storage
Disaster Recovery as a Service As of July 2016
1 ti Peak of T h of Plateau of
nnovation rough o ateau
Inflated Slope of Enlightenment
Trigger Expectations Disillusionment Productivity
time >
obsolete

Years to mainstream adoption:

Olessthan2years O 2to5years A more than 10 years  ® before plateau

@ 5to 10 years

Source: Gartner July 2016
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Solutions
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Using all variants
of NVMe devices

Many chassis
options...

Flash Memory Summit 2016
Santa Clara, CA

Add-In-Card

2.5 (U.2)
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DMz Mangstor NVMf Product Portfolio available today!
FlashMemory P——
N XSeries =

————————————————— [ v' Redundant Hotplug system

50GB/s v" Windows Storage Server
w —————————————————————
O 40GB/s v’ Burst Buffer
c v’ Storage for GPGPU
U | computing
g 30GB/s NX6380-256
O v Database | <dllCTNmy T T T T T T T 77
t 20GB/s v" Network Capture
(¢b] v Realtime Analytics
m ________________
10GB/s
_____________ « 640TB
« 240 GB/s
In One 42U rack
20TB 40TB 80TB 160TB 320TB
Capacity

Flash Memory Summit 2016
Santa Clara, CA 2
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FrashMemory Application: Burst Buffer

Network Link
To File System

Network Burst Buffer
File System
(Luster, NFS) Volumes
NX Storage Array

for configuration

CLI, RESTAPI or Web Ul
~ Burst Buffer

Compute
Nodes

Flash Memory Summit 2016
Santa Clara, CA

Management Network

Use:

» Post-processing analysis of
large simulation jobs

* In-transit visualization and
analysis

Burst Buffer Benefits:

» Accelerated application
analysis

» Fast temporary space
« Staging area large input files
 Persistent fast storage

23



nas,.Memory Application: Data Capture & Analysis

Data Source
Multiple 25 Gb =
‘ ‘ Dual 100 Gb Data Read Paths Multiple cllents

Data Write Paths / = read acceSS
N\ =:~~~-

y : Switch
—p
== =
Filter Node N
20 GB/s Write

40GB/s
read

Capture Buffer
100’s of TB

Santa Clara, CA 24
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rlasJ-Memory Introducing Mangstor TITAN

Applications || Applications || Applications TITAN

l NVM(f Target l

[ File System

Block Storage Device Interface

| LINUX or Windows OS " NVMESSDs | RDMANIC

Industry Standard Server NVMTf Storage Array

S "
- RDMANIC

Flash Memory Summit 2016
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~~ Mangstor TITAN NVMf Target SW

FlashMemory

Storage
Resource
Management

REST API

SSD

SAN WAN HPC

Tiering BRIDGE Replication Luster

TITAN Target Data Services (TDS)

Performance

Availability Efficiency

High-Speed Caching Synch Mirroring Storage Pooling
Auto Tiering Asynch Replication Thin Provisioning
Write Acceleration Snapshots/Backups Deduplication

Intelligent Abstraction Layer

Ethernet InfiniBand
RDMA NICs RDMA HBAs

NVMe NVMe SATA/SAS
PCle M.2 & SSDs SSDs & HDDs

Flash Memory Summit 2016
Santa Clara, CA

TITAN

- Target

Storage
Stack
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Connecting NVMf to SANs

FlashMemory  SANConnect ™

New InfraStructure

Existing Storage

Fiber Channel / NVMf Network
. iSCSI Network 7 IB or RoCE

T 1111

SAN %
Storage = NVMf Arrays

FX6340 B
Cache Bridges o=
with SANConnect ™ b=

Flash Memory Summ oo 27
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Network overhead
matters more

Flash Memory Summit 2016
Santa Clara, CA

What about faster NVM?

Latency vs IOPs
4KB Rand Reads

I

I

/ ]
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]

Latency (uS)

Z

10Ps
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Mg Where we are headed
FlashMemory

SUMmMIT
N Xseries 2018... 1U
___________________________ 1,000TB, 100GB/s 2018
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Thank You Paul Prince, CTO

Flash Memory Summit 2016

Santa Clara Conwention Center |
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