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The Traditional Storage I/O Architecture
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Establishing the Open Persistent Memory 
Programming Model

36+ Member Companies

http://snia.org/sites/default/files/NVMProgrammingModel_v1.pdf

SNIA Technical Working Group
Defined 4 programming modes required by developers 

Spec 1.0 developed, approved by SNIA voting members and published

Interfaces for PM-aware 
file system accessing 

kernel PM support
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for block NVM 

extensions 
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block NVM extensions



The Open Industry Programming Model
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Software Adoption

Persistent Memory 
Programming Model 

Linux Kernel 4.4
Windows Server

Standard NVDIMM Platform 
Interface ACPI 6.0 

www.PMEM.io
Open API

Open Interfaces

Operating Environments & Applications
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NVM Libraries

• Open Source
• http://pmem.io

• Libpmem
• libvmem
• libvmmalloc
• libpmemobj
• libpmemblk
• libpmemlog

Atomic & Transactional

Creating the API
The Open Source NVM Library

www.PMEM.io



From Persistent to Durable to Compliant

Example Data Services
Local & Remote Replication
Snapshot & Continuous Data Protection
Data protection, RAID, etc.
Tiering, Caching
Data reduction: Dedup, Compression
Audit trail, Encryption
Virus protection
Other Compliance features….

Intercepting I/O to add Durability and Compliance
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Write I/O Replaced with Persist Points

Traditional APIs NVML API

NVM Library

New Durability and 
Compliance Plug-ins

Opportunity for
Software Innovation!



Capacity Storage

The End State
Memory as the New Active Storage Tier
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Working Memory and Hot Storage Tier Merge
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Join the Discussion

Ø Learn about the Persistent Memory programming model
http://www.snia.org/forums/sssi/nvmp

Ø Join the pmem NVM Libraries Open Source project
http://pmem.io

Ø Read the documents and code supporting ACPI 6.1 and Linux NFIT drivers
http://www.uefi.org/sites/default/files/resources/ACPI_6.1.pdf
https://github.com/pmem/ndctl
http://pmem.io/documents/
https://github.com/01org/prd

Ø Intel 3D XPointTM Memory 
http://www.intel.com/content/www/us/en/architecture-and-
technology/non-volatile-memory.html
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