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~) /.~ Pokémon Go People use Pokémon Go more per day than other apps
Fi asJIMemory This only looks at Android users as of July 8, 2016.
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rashMemory AAr€ YOU At The Turning Point?
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IT as a Service
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FlashMemory Different Toolsets For Digital Apps
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ONE-THIRD

of all data will live in or
pass through the CLOUD
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This is no cloud

It's just someone else’s
computer
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What is Cloud Computing?

IT resources and services that are abstracted from the underlying infrastructure and provided “On-Demand” and “At Scale” in a multi-tenant
environment.

Transition To Cloud Computing Is Upon Us

4 IT transition has begun: pm——
_}";.: Simplicity g i% 1 T
S, +  Self-service =
o Choice ’
’\'“
r

What Does This Mean To IT?

Everything Needs To Go Virtual (Desktops, Apps, Servers, Storage)
Any Device, Any Location, Any Time
Infinite Scalability (Compute, Network, Storage)



i Data Services in 12 Factor Apps — |V ‘Backing Services’
FIaSIIMemory Lessons from The Phoenix Project
| SUMMIT
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Static website postgresql + ppvl + V8

Multiplicity A

npa 1.5 ¢ modsecunty * openssd + bootst

of Stacks . g 2

o a Wi
.‘ Background workers ce eb frontend

Ruby + Rads * sa3s ¢ Usscorn

Pythom 1.0 * celery * pyreds * bbowrd + fimpeg + Mbopency + nodess * phantomgs

Multiplicity of
Hardware - Development VM
Environments

[ = ] QA server

Customer Data Center '

Disaster recovery

Production Servers

e
Queue

3 ¢ redn sencnel

3
5 e

7 » Flask » pyvedis * celery * pays

Public Cloud @ —

AashMemory The Struggle Is Real
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rashMemory  Monolithic Development

= Monolithic applications :
 Hard to update - single massive "
code base

e Single dimension of scalability
=  Waterfall development practices

o Static, linear phases &

— Requirements
— Analysis

— Design
- COde Database
— Test

— Deploy

Ul Service

Tomcat

Apache




rasnMemory Monolithic vs Microservices

Monolithic = all functionality
in single process

Scales by replicating monolith
to multiple servers

Bie
B

Microservices = each element

of functionality in
separate processes ()

Scales by replicating each
service across multiple servers

o B
s B
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rashMemory Containers Rising Popularity
Docker Adoption Behavior

[0 aportep [} paesunc ] Asanponep
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FlashMemory Container Ecosystem
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FlashMemory (G0t Growth?

Contributors 460 1,300 183%
Projects on GitHub 6,500 40,000 515%
Docker Job Openings (Indeed) 2,500 43,000 1,720%
Dockerized Applications 14,500 150,000 934%
Boot2Docker Downloads 225,000 3,500,000 1,456%

Container Downloads 2,750,000 500,000,000 18,082%




FIasIlMemory Serverless? Going Even Further Forward
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Application
“NoOPS / Serverless” [someone will |
create a better meme]
Emerging software practice Future LEGAC.Y
; . . Best software practice
(code finance, microservices S .
: S (software architecture,
etc) : -
uniform coding standards &
-E naming conventions??)
O i
o Platform
| Things below i :
will become DEVOPS LEGACY
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time P D e
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2 v Inertia
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17 Genesis Custom Built Product (+ rental)
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he Relevance of Storage
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L N Fiash Without
gﬁggacteristics : ngLijl gandom RIelsldsd | hesome Randem Reads ContrOI’
* Good Sequential Reads » Good Sequential Reads HOW Can
- QoS Help?
° * 10,000 +
atanay (o= (10Ps) + 5,000 - 20,000 - 200 - 500
Active / Standby Power (w) +15/10 / K 5-0.05
Struggled with: Cost — Reliability — Density
Raw Flash Performance Flash Performance + (QoS) Control
Scarce resource only Enabling technology of the Next

for select workloads Generation Data Center
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Native multi-tenant architecture, best-in-class integrations

ﬂ

Flexibility

Control

"
>&&&

Mixed Workloads

Sl
MIRANTIS
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*{( flexiant”

k Time to Value




~\/~  Importance of Orchestration
I’IaSJIMemory Native multi-tenant architecture, best-in-class orchestration integrations
IR

Flexibility - O Workload Consolidation

= Dynamic resource pools = Native multi-tenant design

= Seamless scaling T = Application / tenant isolation
Control Time to Value

= Control performance k = Rapid deployment

h = Control cost =  Automated management
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FlaisJIMe;;ﬁory Public Cloud Exerts Pressure on IT Teams

[ SuMMT ] _
= How do you compete with AWS, Azure, & Google?

Infras;rl(;cture Cloud Compu

Next Generation Data Center

!i! Agile |£ Scalable d& Automated % Predictable

Regardless of the name, desired outcomes are the same

22
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FGehatempdtyon Models Of Storage Provides Many Choices

SMB / Startups

As A
Service

More Vendor Lock-in
Easier Implementation
Less Flexible

Small Scale

23

Large Enterprise Hyperscale / SP

Seeccs feccrccccciiiiiiiiiiitiiitiictiiciccPp covcnnnann

Harder Implementation
Less Vendor Lock-in
More Flexible

Large Scale
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HashMemory S€rVices, not product addressing
today’s Digital Opportunities

amazon
webservices*

Direct Connect

Balancing




