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Legal Disclaimer

 This presentation is intended to provide information concerning SSD and memory 
industry. We do our best to make sure that information presented is accurate and fully 
up-to-date. However, the presentation may be subject to technical inaccuracies, 
information that is not up-to-date or typographical errors. As a consequence, Samsung 
does not in any way guarantee the accuracy or completeness of information provided on 
this presentation. 

 The information in this presentation or accompanying oral statements may include 
forward-looking statements. These forward-looking statements include all matters that 
are not historical facts, statements regarding the Samsung Electronics' intentions, 
beliefs or current expectations concerning, among other things, market prospects, 
growth, strategies, and the industry in which Samsung operates. By their nature, 
forward-looking statements involve risks and uncertainties, because they relate to 
events and depend on circumstances that may or may not occur in the future. Samsung 
cautions you that forward looking statements are not guarantees of future performance 
and that the actual developments of Samsung, the market, or industry in which Samsung 
operates may differ materially from those made or suggested by the forward-looking 
statements contained in this presentation or in the accompanying oral statements. In 
addition, even if the information contained herein or the oral statements are shown to 
be accurate, those developments may not be indicative developments in future periods.
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Evolution of networking and fabric
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Evolution of the Data Center
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Evolution of Networking Fabrics
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NVMe Disaggregation

 Is network the new bottleneck?
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Network Throughput Advancements
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Network Throughput Advancements
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Balanced Flash Storage System
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Network Storage Throughput

 Configuration
• Samsung All-Flash Array Reference Design*

• Linux open source NVMf Stack

• 24x Samsung NVMe SSDs (1GB/s throughput each)

• 2x (2x40GbE OR 1x100GbE) Mellanox RDMA NICs

 Test tool
• fio with libaio engine
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Network Storage Throughput
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Network Storage IOPS
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Network Storage Latency
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Summary

 High performance network links enable flash 

storage systems to deliver raw performance of 

SSDs to applications

 Flash storage systems need to maintain a 

balance between network and SSD performance

 RDMA capabilities play a critical role in delivering 

low-latency network storage
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