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FashMemory Disclaimer

* Opinions expressed during this presentation are the views of the
presenters, and should not be considered the views or positions
of the Ethernet Alliance.
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rlaory Why Fibre Channel Dominates

= Economies of Scale
» FC dominates enterprise storage sales/shipments
= Volume drives prices down and investment up
= Experience and functionality
= FC has proven reliability and scale
= FC has wide support from management to disaster recovery
= Complete Ecosystem

= FC has complete ecosystem of support for hardware, software,
extension and tape

=  From Mainframes to HPC

Flash Memory Summit 2016 *Brocade
Santa Clara, CA 3
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. Storage Types

/SAN\

Ethernet Switch

DAS = Direct Attached Storage
NAS = Network Attached Storage
iISCSI — Internet Small Computer
Systems Interface

LOM = LAN on Motherboard

NIC = Network Interface Card

HBA = Host Bus Adapter

CNA = Converged Network Adapter

FCoE Switch

ISCSI
é Storage Arrays

Fibre Channel
Over Ethernet

i

8G, 16G, 32G

K Fibre Channel Switch /

=

Storage Arrays

Fibre Channel

Storage Arrays
Fibre Channel
Tape Library

Source: http://www.ieee802.org/3/ad_hoc/bwa/public/sepl1/kipp_0la_ 0911.pdf



NIC ¥

— Ethernet
— FC PCle

SSD

Flash Memory Summit 2016
Santa Clara, CA

-

i

SAN

Ethernet Switch

SSD = Solid State Drive
PCle = PCI Express

FCoE Switch

ISCSI
é Storage Arrays

Fibre Channel

8G, 16G, 32G

K Fibre Channel Switch /

Source: http://www.ieee802.org/3/ad_hoc/bwa/public/sepl1/kipp_0la_ 0911.pdf

Over Ethernet
Storage Arrays

Fibre Channel
Storage Arrays

=

Fibre Channel
Tape Library
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FlashMemory Enterprise Flash Growing Well

Enterprise Storage Dynamics

$16,000

$12,000 ﬂ CAGR = = All Flash Array (AFA)
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@ #1000 All Hard Disk Drive
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4,000 -
-7 22% CAGR Internal Storage
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Flash Memory Summit 2016
Santa Clara, CA Source: IDC September 2015 WW Quarterly Disk Storage Systems Forecast



SUMMIT

 Compare and contrast networked Flash:
* Fibre Channel -Storage focused
* Ethernet -Network focused
 InfiniBand -HPC focused
« Switched PCle -Startup mode

Flash Memory Summit 2016
Santa Clara, CA
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FlashMemory \\/hat Storage Ships Fibre Channel

Dominates
60 External Storage
External
Storage 50 NAS for Mass
Shipments File Storage
40
1(kEE?3 ISCSI for Low
( ) 30 Cost SAN
(IM TB)
20 DAS for High
2016 End Servers
Total 10 FCOE
.
Sales 0 — |nfiniBand
~59PB 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 PCle
—Fibre Channel —NAS —iSCSI Doesn’t
—Direct Attach (DAS) =——InfiniBand —FCoE Register

Flash Memory Summit 2016
Santa Clara, CA Source: IDC Worldwide and US Enterprise Storage Systems Forecast 2016-2020 8
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FashMemory 2015-2016 External Storage Sales

Cumulative Storage

25 55EB Shipped 2011-2016
External 20 (EB)
Storage
Shipments 15 2.5
(EB) 1.9
(1kPB) 10 4.4
(1M TB)
5 In 2016, Fibre Channel
— — grew more than
0 T InfiniBand and FCoE

2015 2016 have ever shipped

M Fibre Channel ™ InfiniBand ™ FCoE
Source: IDC Worldwide and US Enterprise Storage systems Forecast 2016-2020 9
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~ '~ Fipbre Channel Dominates Revenue
FlashMemory
=== " for Storage Systems
External
Storage
Shipments
. | ‘ ‘
2016
Total | I _ ‘ l. _ | L | I | [ | [T | [T | ([ | nlo | alln_
Shlpped 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
~$26B M Fibre Channel m NAS W iSCSI Direct Attach (DAS)

B Mainframe B InfiniBand H SAS SAN H FCoE

Flash Memory Summit 2016
Santa Clara, CA Source: IDC Worldwide and US Enterprise Storage systems Forecast 2016-2020 10
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FashMemory Cost Per Gigabyte

InifiniBand more

Storage expensive than
Cost Mainframe (FC)
($/GB) storage last year!
2016
Average
$0.44/GB
2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
—Fibre Channel=——NAS —iSCSI — Mainframe
——|nfiniBand  =——SAS SAN —FCoE

Flash Memory Summit 2016
Santa Clara, CA Source: IDC Worldwide and US Enterprise Storage systems Forecast 2016-2020 11
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* Flash storage is about twice as expensive as disk
drives

* Most demanding apps can justify the extra expense

« Flash prices dropping quickly, but Flash still costs
more and has less capacity than HDD

Flash Memory Summit 2016

Santa Clara, CA *http://lwww.computerweekly.com/feature/All-flash-array-roundup-2016-The-big-six
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RashMemory General Categorization

Cost* Performance Reliability

NAS Low-Medium Medium
ISCSI Medium-High  Medium
DAS High High

Mainframe High High
InfiniBand High High
SAS SAN Medium Medium
FCoE High Medium

Flash Memory Summit 2016 *Normalized to FC Cost/GB in 2016 prices according to IDC

Santa Clara, CA

Maturity

High
High
High
High
Low
Low
Medium
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rlaory Servers, SANs and Storage

Servers SANs Storage
High End
Mid Range
More
Low End == Ethernet

14
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== Flash Too B
EMC All Flash

Products And 128
Gbps Fibre Channel

MAR 1, 2016 @ 07:24 AM 13426 VIEWS

Tom Coughlin, contrisuTor
I write about data storage FULL BIO v

Opinions expressed by Forbes Contributors are their own

EMC says that 2016 is the year of all flash
memory for enterprise primary storage. As
the price of flash memory has gone down

y and with steady improvements in reliability,
Sanim.ecn T —
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AashMemory | eaders in Flash Lead in FC too

| CHALLENGERS | | LEADERS
All Elash A Hybrid Arrays pee
ash Arrays 59 (HDD and SSD) o®”
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COMPLETENESS OF VISION ~ ——> e - e

Source: Gartner



HashMemory Wide Selection of FC Flash |
 suUMMIT | , e S\J/Stem “
ol
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MEMORY

Achieve performance, avail
400K, the fastest and large
use industry’s leading Tier
including mainframe, file, b

storage you can present thi
the service level objective f

Flash I\
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FlashMemory Multiple I/O Supported

* Most Flash Arrays support
Ethernet and Fibre Channel

Interfaces
e« \Which one is best? Protocol Fibre Channel
GbE
i1SCSI
FCoE
FICON

Flash Memory Summit 2016
Santa Clara, CA 18
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RashMemory Comparisons are Challenging

Protocol comparisons are challenging because they use different:
» Applications — High throughput, high transaction rate, virtualized
Hardware — High end, low end, reliability, disaggregated

Protocols — Credit buffers, Lossy networks, distance limitations

Configurations — Topology, scale, tuned performance

Regardless of these challenges, I'll do a couple comparisons
« Each system could be tuned to perform better on some metric

Flash Memory Summit 2016
Santa Clara, CA

19



masmMemory Bit Rates vs Throughput

Line Rate Comment Throughput
(Gh/s) (MB/s)
1GFC 1.0625 8b/10b 100
8GFC 8.5 8b/10b 800
10GhE 10.3125 Headers and 1,125
footers not included
16GFC 14.05 64/66b 1,600
25GDbE + Similar

Flash Memory Summit 2016
Santa Clara, CA

20



Flas_hwory When does Throughput Matter?

SUMMIT

« Throughput mainly matters on large data
transfers
« Transferring TBs of data mainly depends on speed

* Flash isn’t much better than disk in large data
transfers

 What is a large data transfer?

Flash Memory Summit 2016
Santa Clara, CA 21
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FlashMemory Big Brain Data

T
.{;\ \ ﬁ)

The 3
New Science

0.45 EB t0 Brain

simulate a
mouse brain

1,300 EB to
simulate a
human brain

59 EB of
external

Storage sold Storage capacity Storage capacity

in 2016 needed to produce needed to produce Global digital
mouse brain image human brain image storage, 2012:
450,000 terabytes 1.3 billion terabytes 2.7 billion terabytes

Flash Memory Summit 2016
Santa Clara, CA Source: The New Science of the Brain, National Geographic, February 2014




FashMemory Performance vs Speed

 How long
does it take
to transfer
1TB of data?

Flash Memory Summit 2016
Santa Clara, CA

Line Rate| Throughput
Gb/s MB/s Time (minutes)
8GFC 8.5 800 20.8
10GbE 10.3125 1125 14.8
12G SAS 12.3125 960 17.4
16GFC 14.05 1600 10.4
25GbE 25.78125 2812.5 5.9
32GFC 28.1 3200 5.2
40GbE 40.3125 4500 3.7
100GbE 103.125 11,250 1.5
128GFC 112.4 12,800 1.3

24
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FlashMemory Storage Roadmaps

Speed
Standardized

Products ship on
different schedule

Roadmaps at:
fibrechannel.org
ethernetalliance.org

1TFC o
ADGFCDE
512GFC Quad Lanes I ‘-)
in QSFP },\ _—
256GFC O Y
/'/' 2008FCoE _|_ :
128GFC .f., - —— 1
1006FCoE. 8 7 s/
/' " 1006FCoE
X4
64GFC Padon
. ./ ./ " SOGRCaE
32GFC ./
/' e
24G SAS Serial Lane
16GFC o in SFP —
® | PCle 4.0
'I[]GFCQi 12G SAS
o PCle 3.0 \
2005 2010 2015 2020 2025
@ Fibre Channel Speed @ Speed in Development £ Future Speed @ FCoE Speed ) Speed in Development £ Possible Future Speed
Standards Release Date SFCIA

Flash Memory Summit 2016
Santa Clara, CA
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TOE = TCP/IP Offload Engine
~ )\ 4 TCP = Transmission Control Protocol
: IP = Internet Protocol

A
FlashMemory | gtency Comparisons FCP < Fire Chamnel Profoco
DCB = Data Center Bridging
FCoE = Fibre Channel over Ethernet

« Flash improves performance for random reads ( OS and Applications }
and writes where latency and protocol
inefficiencies come into play SCSI

« Disk Drives seek time latencies in the mS range

* Fibre Channel was designed for storage and has
some of the lowest cut through latencies in the
industry at ~700nS for 2kB frame

* ISCSI was designed for lossy Ethernet and
requires TCP/IP processing that adds latency

* TOE has only 200nS of latency while software
implementation may add 50uS delay*

FCOE requires lossless DCB Ethernet

FC ISCSI FCoE

Flash Memory Summit 2016 ] ] . . :
Santa Clara, CA Source: http://www.ethernetsummit.com/English/Collaterals/Proceedings/2012/20120222_2-102_Masood.pdf 26
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FashMemory Gartner Hype Cycle

expectations

Integrated Backup Appliances
Software-Defined Storage

Information Dispersal Algorithms

Cloud-Based Backup Services
Virtual Storage Appliance Data Sanitization
Open-Source Storage Object Storage
Integrated Systems: Hyperconvergence

Storage Cluster File Systems
Linear Tape File System (LTFS)
Online Data Compression

| Solid-State DIMMs
Copy Data Management

File Analysis
Disaster Recovery as a Service (DRaaS)
Enterprise Endpoint Backup

2 D Cross-Platform Structured External Storage Virtualization
i ybrid DIMMs Data Archiving Data Encryption Technologies,
1/0 Optimization Emerging Data Storage HDDs and SSDs
Cloud Storage Protection Schemes Continuous Data Protection
Gateway Data Deduplication
Virtual Machine Enterprise Information Archiving
Backup and Appliance-Based Replication
F C 0] E Recovery ppl pl

Solid-State Arrays

Enterprise File Synchronization and Sharing (EFSS)
Storage Multitenancy

SaaS Archiving of Messaging Data

Public Cloud Storage
Fibre Channel Over Ethernet

Becoming

Obsolete st e Fe ot by E2
Peak of
Innovation Trough of " Plateau of
: Inflated " Slope of Enlightenment <
Trigger Expectations Disillusionment Productivity

time
Plateau will be reached in: cbscicle
Olessthan2years O 2to5years @ 5to10years A morethan 10 years & before plateau

Flash Memory Summit 2016 ) ,
Santa Clara, CA Source: Gartner Hype Cycle for Storage Technologies, 2015
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M Host Application

FlashMemory Fibre Channel and NVMe = B
« See NVMe running over Fibre HBA EC Driver
Channel at FCIA booth! FC HBA
« 36" FCIA Plugfest at UNHIOL in _
i FC Switch
June tested:
« NVMe and SCSI storage running FC HBA
over same link Existing TGT Driver
» 32GFC interoperating with 16GFC, FC

8GFC and much more Storage

Array
Flash Memory Summit 2016 . ..
Santa Clara, CA Update

A




oo~ Fibre Channel Dominates
ashMemory
Networked Flash

« Ethernet takes second place to Fibre Channel and is well known
and good

« InfiniBand is good for HPC

 PCle is good for PC Boards

* Fibre Channel is great and provides the best performance for
enterprise storage* because:

e |t's faster
e 32GFC vs 25GbE now or 64GFC vs 50GbE later

» It's protocol is tuned for high performance storage
» It's established and highly available from many vendors

Flash Memory Summit 2016 *http://brasstacksblog.typepad.com/brass-tacks/2015/05/fibre-channel-is-better-
Santa Clara, CA than-ethernet.html 29



