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rlasnMemory PCle* SSDs for the Datacenter

SUNMMIT

= PCI Express* is a great interface for SSDs

e Stunning performance 1 GB/s per lane (PCle* Gen3 x1)

« With PCle* scalability 8 GB/s per device (PCle* Gen3 x8) or more
* Lower latency Platform+Adapter: 10 psec down to 3 psec
 Lower power No external SAS I0OC saves 7-10 W
 Lower cost No external SAS IOC saves ~ $15

 PCle* lanes off the CPU 40 Gen3 (80 in dual socket)

Virident

Micron

01074
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FlashMemory

Scalable Resistive Memory Element

Wordlines

Memory
Element

Selector
Device

Cross Point Array in Backend Layers ~4A2 Cell

Next Generation Scalable NVM

Resistive RAM NVM Options

Family Defining Switching
Characteristics

Phase Energy (heat) converts material

Change between crystalline (conductive) and

Memory amorphous (resistive) phases

Magnetic Switching of magnetic resistive

Tunnel layer by spin-polarized electrons

Junction

(MTJ)

Electrochemical Formation / dissolution of

Cells (ECM) “nano-bridge” by electrochemistry

Binary Reversible filament formation by

Oxide Oxidation-Reduction

Filament

Cells

Interfacial Oxygen vacancy drift diffusion

Switching induced barrier modulation

Many candidate next generation NVM technologies.
Offer ~ 1000x speed-up over NAND, closer to DRAM speeds.
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Fully Exploiting Next Gen NVM

FlashMemory Requires Platform Improvements

App to SSD 10 Read Latency (QD=1, 4KB)

NAND MLC SATA 3 ONFI2 . -

NAND MLC SATA 3 ONFI3 i

NAND MLC PCle x4 Gen3 ONFI3 I

Future NVM PCle x4 Gen3 l -
20

0

40 60 80 100 120

us

B NVM Tread m NVM xfer Misc SSD m Link Xfer Platform + adapter mSoftware

=  With Next Gen NVM, the NVM is no longer the bottleneck
* Need optimized platform storage interconnect
* Need optimized software storage access methods

Flash Memory Summit 2013
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FlashMemory Transformation Required

SUMMIT

= Transformation was needed for full |
beneflts Of mU|ti'C0re CPU Pn:lu.'is,-ssl:'r-E

. Graphics &
 App and OS level changes required by ; 'E
1 | I

s Marmory Controlier L0 e

» To date, SSDs have used the legacy
interfaces of hard drives

 Based on a single, slow rotating platter

= SSDs are inherently parallel and next
gen NVM approaches DRAM-like
latencies

NVMe is architected for NAND today and next gen NVM of tomorrow.

Flash Memory Summit 2013
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[ For full SSD benefits, must architect for NVM from the ground up. J
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FlashMemory NVM Express

SUMMIT

= NVM Express (NVMe) is the standardized high performance host controller
interface for PCle* SSDs

= NVMe was architected from the ground up for non-volatile memory, scaling
from Enterprise to Client
» The architecture focuses on latency, parallelism/performance, and low power
* The interface is explicitly designed with next generation NVM in mind

= NVMe was developed by an open industry consortium of 90+ members and
Is directed by a 13 company Promoter Group

I 2 "
eve @

GSTEC AMicron ORACLE
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p|a§jM;50W Technical Basics

SUNMMIT

= All parameters for 4KB command in single 64B command

= Supports deep queues (64K commands per queue, up to 64K queues)
=  Supports MSI-X and interrupt steering

=  Streamlined & simple command set (13 required commands)

= Optional features to address target segment (Client, Enterprise, etc)
« Enterprise: End-to-end data protection, reservations, etc
« Client: Autonomous power state transitions, etc

= Designed to scale for next generation NVM, agnostic to NVM type used

Controller

Management Core 0 Core 1 Core n

Admin Admin 1o 1o [I]s] o o o 1o
Submission Completion Submission Completion Submission Submission Completion Submission Completion
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2 Queuing Interface

HOYY Command Submission & Processing

Queue Process
1 Command 7 Completion

Submission Completion

Host Memory Queue Ring

Doorbell
New Head

Ring
Doorbell
New Tail

Completion Queue

Submission Queue
Head Doorbell

Tail Doorbell

Fetch Process Queue Generate
Command Command Completion Interrupt

NVMe Controller

Command Submission Command Processing
1. Host writes command to 3. Controller fetches command
Submission Queue 4. Controller processes
2. Host writes updated Submission command

Queue tail pointer to doorbell

10



Queue
1 Command

Submission
Ring

Doorbell
New Tail

Submission Queue
Tail Doorbell

Process
Command

Fetch
Command

Host Memory

Queue
Completion

/ Queuing Interface
Command Completion

Process
7 Completion

Completion
ueue
Q Ring
Doorbell
New Head

Completion Queue
Head Doorbell

Generate
Interrupt

NVMe Controller

Command Completion

5. Controller writes completion 7.
to Completion Queue 8.

6. Controller generates MSI-X
interrupt

Host processes completion
Host writes updated
Completion Queue head

pointer to doorbell .



FlashMetory Simple Optimized Command Set

 SuUMMIT

Admin Commands

Create I/O Submission Queue

NVM 1/O Commands

Delete I/O Submission Queue

Create I/O Completion Queue

Delete I/O Completion Queue

Get Log Page

|dentify

Abort

Set Features

Get Features

Asynchronous Event Request

Firmware Activate (optional)

Firmware Image Download (optional)

Format NVM (optional)

Security Send (optional)

Security Receive (optional)

Read

Write

Flush

Write Uncorrectable (optional)

Compare (optional)

Dataset Management (optional)

Write Zeros (optional)

Reservation Register (optional)

Reservation Report (optional)

Reservation Acquire (optional)

Reservation Release (optional)

Efr?{;“éfa’?;réi[ Only 10 Admin and 3 I1/O commands required.
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FlashMemory

= NVMe reduces latency overhead by more than 50%
o« SCSI/SAS: 6.0 us 19,500 cycles
 NVMe: 2.8 us 9,100 cycles

» |ncreased focus on storage stack / OS needed to
reduce latency even further

Chatham NVMe Prototype Prototype Cores
| o A P Measured I0OPS Used for
Wi T b . 1M 10Ps

TETEEITTEET Y LEEENERE

Proof Point.: NVMe Latency

Linux™
Storage Stack

i\

VFS / File System

User T

Kernel

Driver

TTNVMe T R
Driver

Measurement taken on Intel® Core™ i5-2500K 3.3GHz 6MB L3 Cache Quad-Core Desktop
Processor using Linux RedHat™ EL6.0 2.6.32-71 Kernel.

Flash Memory Summit 2013
Santa Clara, CA
EXPRESS

2.8 psecs

6.0 psecs
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FlashMemory NVMe Deployment Beginning
= NVM Express 1.0 specification published in March 2011
« Additional Enterprise and Client capabilities included in NVMe 1.1 (Oct 2012)

= First plugfest held May 2013 with 11 companies participating

* Interoperability program run by University of New Hampshire Interoperability Lab,
a leader in PCle*, SAS, and SATA compliance programs

“NVMe was designed from the ground up to \ FOR IMMEDIATE RELEASE
enable non-volatile memory to better address the NVM Express Workgroup Holds Flrst Plugfest

needs Of en terp rl'se and C/ien t SyS temS. Th I'S Milestone in Process to Deliver SSt:]?i:;I:::;b];::je:nteropembﬂit}' for PCI Express
PlugfeSt hlghllgh ts the rapld de Ve/opmen t and WAKEFIELD, Mass_, May 29, 2013 — The NVM Express Workgroup, developer of the NVM
ma tu ri ty (o) f th e N VM es pECI f Ica tl on an d th e Express specification for ijxcces.sing solid-state dri»ies (SSDs) on aIP.CI Expl_'ess (PCle) b1_15= held
. . . its first Plugfest at the University of New Hampshire InterOperability Lab in Durham, N.H., May
surroun dlng [nfrastructure as We,l as Support’ng 13-16, 2013. This event provided an opportunity for participants to measure their products’
. o comphliance with the NVM Express (NWVMe) specification and to test interoperability with other
PCIE SSD de vices. NWVMe products.
J H Lee, Vice PfESid e nt, The NVMe specification defines an optimized register interface, command set and feature set for

PCle-based Solid-State Drives (S5Ds). NVM refers to non-volatile memory, as used in S5Ds.

FIaSh Memory PrOdUCt Planning and Enabling) The goal of NVMe is to unlock the potential of PCle SSDs now and in the future, and to

H standardize the PCIe SSD interface. Participating in the Plugfest were Agilent Technologies,
sa m S u ng E I eCtro ni cs Dell Inc., Fastor Systems, Inc., HGST, a Western Digital company, Integrated Device
Technology, Inc., Intel Corporation, Samsung Electronics Co., Ltd., SanDisk Corporation., sTec,
Inc., Teledyne LeCroy, and Western Digital Corporation.

Fashv{  NVM Express products targeting Datacenter expected to ship 2H’13.

Santa Cl 14
EAFRCOD 2
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JMy Driver Developments
RashNemory on Major OSes

» Windows* 8.1 includes inbox driver
» Open source driver in collaboration with OFA

* Native OS driver since Linux* 3.3 (Jan 2012)

* FreeBSD driver upstream; ready for release

Solaris* « Solaris driver will ship in S12

AlE » vmklinux driver certified release in Dec 2013

UEFI I « Open source driver available on SourceForge

[ Native OS drivers already available in Windows and Linux! }

Flash Memory Summit 2013
Santa Clara, CA 16
EXPRESS

*Other names and brands may be claimed as the property of others.




Windows* Open Source
FlashMemory

Driver Update
/o L \
* Q2 2012 (released)
Release 1 * 64-bit support on Windows* 7, Windows* Server 2008 R2
» Mandatory features )
~
* Q4 2012 (released)
» Added 64-bit support Windows* 8
 Public IOCTLs and Windows* 8 Storport updates )

* Q2 2013 (released)
» Added 64-bit support on Windows* Server 2012
* Signed executable drivers

» Target: Q4 2013
Release 1.3 » Added 32-bit support on all supported OS versions
» End-to-end Data Protection

Three major releases of the Windows* community driver since 2012.
Code contributions from Huawel, IDT, Intel, LSI, and SanDisk.

EXPRESS & i
*Other names and brands may be claimed as the property of others.
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FlashMemory Linux* Driver Update
. User Space
read/write H
|
» Deallocate (i.e., Trim support) o
» 4KB sector support (in addition to 512B) |
e SCSI IOCTL support sy Kernel Space
* MSI support (in addition to MSI-X) ke requestin H U
 Disk I/O statistics |
- Many bug fixes e

ICommunity Effort

e Contributions from Fastor, IDT, Intel,
Linaro, Oracle, SanDisk, and Trend Micro

* 59 changes since integrated into kernel

NVMe
Hardware

Current work includes power management, support for end-to-end data
protection, sysfs manageability, and NUMA optimizations.

Flash Memory Summit 2013
Santa Clara, CA 18
EXPRESS
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FlashMemory FreeBSD Driver Update

 NVMe support is upstream in the head and stable/9 branches
 FreeBSD 9.2 will be the first official release with NVMe support,

slated for end of August
FreeBSD NVMe Modules

svnweb freebsd.org/base/head/sys/dev/nvme/nvme. hiview=log&pathrev=24 S BVG:':';:'S 2 ¥+ # B-

- nvmecontrol

[[base]/head/sys/dev/nvme/nvme.h
User space utility,

Log of /head/sys/devinvme/nvme.h Y/ viewve including firmware update

Y Parent Directory | (= Revision Log

Links to HEAD: (view) (download) (annotate)

Sticky Revision: 240616 nvd

Revision 240616 - (view) (download) (annotate) - [select for diffs]
Added Mon Sep 17 19:23:01 2012 UTC (10 months ago) by jimharris
File length: 17767 byte(s)

This is the first of several commits which will add NVM Express (NVMe)
support to FreeB5SD. A full description of the overall functionality

being added is below. nvmexpress.org defines NVM Express as "an optimized
register interface, command set and feature set fo PCI Express (PCIe)-based
S5olid-S5tate Drives (55Ds)."

Flash Memory Summit 2013
Santa Clara, CA
EXPRESS

NVMe/block layer shim driver

nvme

Core NVMe driver




FlashMemory Solaris* Driver Update

SUNMMIT

e Current Status from Oracle team:

Stable and efficient working prototype conforming to 1.0c
Direct block interfaces bypassing complex SCSI code path
NUMA optimized queue/interrupt allocation

Support 8K memory page size on SPARC system

Plan to validate driver against Oracle SSD partners

Plan to integrate into S12 and a future S11 Update Release

« Future Development Plans:

Boot & install on SPARC and X86

e Surprise removal support

Santa Clara, CA

Multipath, SR-IOV, SGL, etc

Flash Memory Summit 2013 M)
20
EXPRESS

*Other names and brands may be claimed as the property of others.



FlashMemory VMware Driver Update
= [nitial “vmklinux” based driver in final stages of
development

* First release in mid-Oct, 2013
e Certified release in Dec, 2013

= Native NVMe driver with pluggable Vendor
Extensions planned for the future

= VMware's IOVP program includes workflow for
bugs/issues

Flash Memory Summit 2013
Santa Clara, CA
EXPRESS
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FlashMemory

SUMMIT

= The UEFI 2.4 specification available
at wvw.UEFI.org contains updates
for NVMe

= An open source version of an NVMe
implementation for UEFI is at:

https://sourceforge.net/projects/edk2/files/
EDK%2011%20Releases/other/
NvmExpressDxe-alpha.zip/download

= The UEFI driver has been validated
using the gemu virtual platform

 The team is ready to test against
real hardware as it rolls in

UEFI Driver

[”AMI is working with vendors of NVMe )
devices and plans for full BIOS support of
NVMe in 2014.”

Sandip Datta Roy

R/ VP BIOS R&D, AMI J

H - : Home Backup Taols Settings Window Help Upgrade L 7]

1 EE o Include ~ EE % FTP Upload ~ 1 i; 7 Ei A Unzip and Inst
"I Filter = ek &% Burn CD/DVD 4@ Unzip Options R

Add Attach to 1-Click Unzip

Files Encrypt E-mail = [+ ConvertZip File | pinzjp - Unzip Entire W
Compress Send Decompress
% Name Type Modified Size
| ComponentMName.c C File 3/21/2013 11:10 PM 9,878
| NvmExpress.c C File 3/29/2013 12:58 AM 35,024
#] NvmExpress.h H File 3/29/2013 12:54 AM 31,926
| MvmExpressBlocklo.c C File 3/29/2013 12:43 AM 17,370
#] NvmExpressBlocklo.h H File 372172013 1:53 AM 4,319
#] NvmExpressDevicePath.h H File 3/29/2013 12:47 AM 1,018
| MvmExpressDiskinfo.c C File 3/29/2013 12:45 AM 5483
] MvmExpressDiskInfo.h H File 372972013 12:47 AM 4720
2% | NvmExpressDue.inf Setup Inform..,  3/29/2013 12:56 AM 2,220
| NvmExpressHci.c C File 3/29/2013 12:43 AM 27479
#] NvmExpressHei.h H File 3/29/2013 12:43 AM 22 562
| NvmExpressPassthru.c C File 3/29/2013 12:43 AM 20,347

NVMe boot support with UEFI will start percolating releases from
Independent BIOS Vendors in 2014.
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Mg Fork and Merge for
FlashMemory IHV Value-Add Drivers

The NVMe Workgroup continues to recommend a “Fork and Merge”
approach when IHVs provide their own value add driver

Benefits of this strategy include: 1) maximum reference code re-use, 2)

continuous improvement of reference code, 3) enables product team to
focus on delivery (not basic driver)

Microsoft®

Native
NVMe

Wi Public Tree
_|ndows OFA)
priver WG medium-term
)
copy/fork for Company X Product | .- - r,'
product dev (company = il S ;
internal) A delivery /
\\ ’I’
) 7
A
EEE \ /A
\ P4
\‘ S
(Eompany ) \ Product | -~
company = . -
internal) \‘ delivery

Flash Memory Summit 2013

merging appropriate
Santa Clara, CA

changes back for ecosystem

-
-
-
—
-

<
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JMg M.2 Emerging as
Fash M emory Primary Client Form Factor
= Inclient, as SSDs move first to PCle, OEMs are using the

optimized M.2 form factor

= As native OS support of NVMe becomes pervasive, OEMs will
move from AHCI to NVMe to take full advantage of PCle

§ el E

L)

VAIO Pro 13 Ultrabook™

The world's lightest 13.3" touch Ultrabook?'.

Features:

4th gen Intel® Core™ i7 processor available
Windows 8 Pro available

Full HD TRILUMINOS IPS touchscreen (1920 x 1080)
Super fast 512GB PCle SSD available

Ultra-light at just 2.34 1bs. S S

Flash Memory Summit 2013 =0 = L 1 L L L r
Santa Clara, CA | (o | I mllmuulmnzhglt
EXPRESS
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. asn M M.2 Provides OEM Choice:
e’ Max Performance or Flexibility
= Three families of modules:
e Socket 1: Wi-Fi/Connectivity only

o Socket 2: WWAN, Storage (SATA*, PCle* x1, PCle* x2), other
» Socket 3: Storage only (SATA*, PCle* x1, PCle* x2, PCle* x4)

Socket 2 Socket 3

= OEMSs choose the socket to include
e Socket 2: Most flexibility
» Socket 3: Highest performance

Module with Notch B/M

Module with Notch M

Maodule with Notch M

With M.2, client OEMs can choose maximum performance with 4 lanes,
or they can choose flexibility with SATA and WWAN options.

— EXPRESS &

*Other names and brands may be claimed as the property of others.
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Rashvemoy  OF T -8639 Brings Full Storage
Capabilities to Enterprise

= For Enterprise PCle SSDs, this

includes support for a typical Typical Server configuration

server and storage configuration Disk Bay
PCle ackplane

» SFF-8639 brings a 2.5” pluggable
form factor to the Enterprise

Enterprise PCle
SSD Drive
(Enterprise PCle SSD)

0
o
=
=
o
%
=

= Server: Single x4 PCle SSD

=  Storage: High availability dual Controller
ported solution A

Controller
B

Flash Memory Summit 2013
Santa Clara, CA 27
EXPRESS

Backplane
Enterprise PCle

SSD Drive
(Enterprise PCle SSD)
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M/

M SFF-8639
FlashMe e
ey Flexibility

= SFF-8639 supports:
« Enterprise PCle x4 SSDs
« Existing SAS drive (dual port)
» Existing SATA drives

= As ecosystem develops:

» Client 2.5" PCle (often referred to
as SATA Express)

e x4 SAS
= Supports flexible backplanes

« Enterprise x4 PCle SSDs
« SAS/SATA HDDs

Flash Memory Summit 2013
Santa Clara, CA
: EXP}
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Summary:

F|0fY Transformation Required

e 55 [ TR ]
B=p ="

Recall:

Processor [ Lol

= Transformation was needed for full benefits 1 Graphics & {#%
: 5 Tk
of multi-core CPU - E

« Application and OS level changes required 1

Siehiamss Memory Controlier /D 'q-.;:!-

= To date, SSDs have used the legacy

interfaces of hard drives
» Based on a single, slow rotating platter..

= SSDs are inherently parallel and next gen
NVM approaches DRAM-like latencies

For full SSD benefits, must architect for NVM from the ground up.
Future proof your PCle storage investment by adopting NVMe.

Flash Memory Summit 2013
Santa Clara, CA 29
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